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Executive summary 
This deliverable documents the datasets that were generated in the Greek in-lab testbed. The Greek 
in-lab testbed is focused on investigating a wireless range expansion use case, where a micro-operator 
expands the main operator’s wireless coverage. Specifically, the experiments are structured into two 
topologies, namely Topology A, where the user equipment is directly connected to a base station 
through a 5G new radio link, and Topology B, where a micro-operator is employed as a relay between 
the main base station and the user equipment. Two datasets are documented in this deliverable that 
be found through the following links: 

1) VR Video Streaming & iPerf3 on O-RAN 5G Testbed Dataset 
• IEEE DataPort: https://dx.doi.org/10.21227/j56t-ww52  
• Zenodo: https://doi.org/10.5281/zenodo.13863832  

2) Cyberattacks on O-RAN 5G Testbed Dataset 
• IEEE DataPort: https://dx.doi.org/10.21227/vjf4-y322  
• Zenodo: https://doi.org/10.5281/zenodo.13863735  
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1. Introduction 

1.1. Purpose of the Deliverable 

D6.7 “Greek in-lab testbed dataset 2” is the second deliverable of T6.5 “Greek in-lab testbed” and 
documents the datasets that were generated using the Greek in-lab testbed. The dataset generation 
scenarios include streaming a virtual reality (VR) video in the User Equipment (UE), as well as carrying 
out cyberattacks against services that run in the operators. During the experimentation, various 
network statistics were collected along with network traffic captures. The aim was to evaluate the 
performance of the two different network topologies under various load types and capacities, both 
low-intensity TCP/UDP traffic as well as highly demanding high-resolution virtual reality (VR) video 
streaming from the Base Station towards the User Equipment. Furthermore, concerning the 
cyberattack dataset, the aim was to generate data for training AI-based cyberattack detection 
algorithms. Both datasets will be used in the context of the project for the development of relevant 
NANCY components. For instance, the cyberattack dataset is used for the development of detection 
techniques based on Artificial Intelligence. 

1.2. Relation to Other Deliverables 

D6.7 “Greek in-lab testbed dataset 2” is related to D6.4 “In-lab testbeds definition” as well as D6.5 
“Greek in-lab testbed dataset 1”. In more detail, D6.4 defines the network architecture, as well as the 
two topologies, namely Topology A, consisting of a single operator, and Topology B, consisting of the 
main and the micro operator, that were implemented. Additionally, D6.7 “Greek in-lab testbed dataset 
2” is associated with D2.1 “NANCY Requirements Analysis”, D3.1 “NANCY Architecture Design”, and 
D6.1 “Β-RAN and 5G End-to-end Facilities Setup”.  

1.3. Structure of the Deliverable 

The structure of D6.7 “Greek in-lab testbed dataset 2” is presented as follows:  

• Section 1 – Introduction: This section includes a brief introduction to this deliverable's purpose 
and how it is related to other deliverables. Also, this section outlines the deliverable’s structure. 

• Section 2 – Greek In-lab Testbed Description: This section describes the Greek in-lab testbed, 
focusing on the topology, and the utilized hardware and software components. 

• Section 3 – Datasets Generation Process and Structure Description: This section includes the 
experimental scenarios carried out to generate the datasets. Moreover, it presents the 
approaches for collecting network traffic capture, E2 metrics, carrying out cyberattacks, and 
annotating the network traffic flows. 

• Section 4 – Conclusion: This section summarizes and concludes the deliverable. 
• Appendix A – Tree View of the VR Video Streaming and iPerf3 Dataset Structure: The first 

appendix provides a hierarchical overview of the dataset’s folder structure. 
• Appendix B – Cyberattacks Timeline in the Cyberattack Detection Dataset: The second appendix 

provides details related to the attack type, target and the time frame of the attacks. 
• Appendix C – Wireshark Protocol Hierarchy Statistics: The second appendix presents the protocol 

hierarchy statistics that are generated using the respective Wireshark functionality. 
• Appendix D – xApp for Collecting E2 Metrics: The third appendix presents the source code of the 

xApp that was used to collect E2 metrics and export them into a csv file. 
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2. Greek In-lab Testbed Description 

2.1. Testbed Topology and Hardware 

Figure 1 illustrates the network topology of the Greek in-lab testbed. Specifically, the following 
hardware components are utilized to deploy two 5G Standalone (SA) networks: 

• Two Ettus Research USRP B210 devices [1], for the main operator’s and micro-operator’s base 
stations (BSs), respectively. 

• Two high-performance laptops (Intel i7 and 32/16 GB RAM), that manage the USRPs via the 
USRP Hardware Driver (UHD) [2]. 

• A Quectel RM520N-GL 5G module [3] connects the intermediate to the main BS. 
• A ZTE MC888 Pro 5G [4] router that connects through the 5G new radio (NR) interface with the 

micro-operator and enables the connection of non-5G devices with the network. 
• Three programmable Sysmocom sysmolSIM-SJA2 subscriber identity modules (SIMs) that are 

configured to connect and authenticate with the respective BSs. 

USRP 
B210

5G NR

Smartphone

5G Router
WiFi/Ethernet Devices

N2

N3UPF

AMF
UDM

UDM
O5GS NFs

E2
N2
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UDM

UDM
O5GS NFs

Micro-Operator (Private 5G SA Network)
Main Operator (Public 5G SA Network)

USB

Near RT-RIC

Near RT-RIC

Quectel RM520N-GL 
5G Module

USRP 
B210

USB

USB
E2

 

Figure 1: Greek in-lab Testbed Topology 

 

The hardware components of the Greek in-lab testbed are shown in Figure 2. Please note that, for 
demonstration purposes in the figure below, all components are positioned in close proximity. 
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Figure 2: Hardware Components of the Greek in-lab Testbed 

2.2. Software Components 

Regarding the software components, Open5GS [5] is used to provide core network (CN) functionalities, 
while srsRAN from Software Radio Systems [6] is employed to deploy a USRP-based 5G NR base station. 
Additionally, the Near Realtime RAN Intelligent Controller (RIC) [7] from O-RAN Software Community 
is employed to collect the network statistics and metrics that are exposed from srsRAN through the E2 
interface. The srsRAN configuration parameters for setting up the two 5G base stations are outlined in 
Table 1. To generate the statistics, a virtual reality (VR) video from YouTube was streamed, along with 
benchmarks from iPerf3 [8]. Specifically, iPerf3 is configured to generate both Transmission Control 
Protocol (TCP) and User Datagram Protocol (UDP) traffic between two endpoints.  

Table 1: 5G Base Station Parameters 

Parameter Main Base Station Intermediate Base Station 
Device Ettus Research USRP B210 Ettus Research USRP B210 

5G NR Band n78 n77 
Frequency Downlink/Uplink 

(DL/UL) 
3489.39 MHz/3489.39 MHz 4050 MHz/4050 MHz 

Duplexing Time Division Duplexing (TDD) 
Bandwidth 40 MHz 

Subcarrier Spacing 30 KHz 
Modulation 256-Quadrature Amplitude Modulation (256-QAM) 

Antenna Configuration Single Input Single Output (SISO) 
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3. Dataset Generation Process and Structure Description 

3.1. VR Video Streaming & iPerf3 on O-RAN 5G Testbed 

The Greek in-lab testbed is focused on evaluating and validating the NANCY outcomes in coverage 
expansion scenarios. To this end, two different topologies/scenarios were implemented, as shown in 
Figure 2. Specifically, in the first topology, the UE is directly connected to the main operator’s network 
through the 5G NR interface, whereas, in the second topology, the UE is connected to the micro-
operator’s network. 

3.1.1.  Topology and experiment description 

 

Figure 2: Greek In-lab Testbed Scenarios 

First, the iPerf3 tool is used to generate both TCP and UDP traffic. To evaluate TCP traffic, in both 
scenarios, iPerf3 is installed in server mode on the base station and in client mode on the UE. The 
experiment is initiated by executing the following command on the UE: 

iperf3 -c 10.46.0.1 -t 180 -R -J --logfile output.json 

The parameters of the command are explained as follows: 
• -c 10.46.0.1: Connects to the iPerf3 server at IP address 10.46.0.1 of the main server. 
• -t 180: Sets the time duration of the test to 180 seconds. 
• -R: The test is run in reverse mode, meaning the data is sent from the server to the client.  
• -J: Outputs the results in JSON format, which is useful for automated parsing and analysis. 
• --logfile output.json: The output was saved in a file named output.json. 
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A connection was made to the iPerf3 server at IP address 10.46.0.1 and the test was run for 180 
seconds. The experiment was executed in reverse mode, meaning that the data flow was directed from 
the server to the client. The output of iPerf3 was saved in a JSON format to facilitate the analysis. 
During the 180-second test, TCP traffic was generated by iPerf3 from the main server to the UE. The 
use of TCP protocol ensured reliable and error-checked data delivery. The performance metrics, 
including bandwidth, packet loss, and jitter, are stored in the JSON file. 

A similar procedure was followed for UDP traffic. Specifically, the following command was executed 
on the UE: 

iperf3 -c 10.46.0.1 -u -R -b 10G -J --logfile output.json 

The parameters of the command are explained as follows: 
• -u: This flag indicated that the test was to be conducted using the UDP protocol. This 

experiment is different from TCP as it enables faster data transmission at the cost of reliability 
• -R: The test was executed in reverse mode, meaning the data was transmitted from the server 

to the client, providing a different perspective on network performance 
• -b 10G: This specified a bandwidth of 10 Gbps for the test 
• -J: The results were to be output in JSON format for ease of subsequent analysis 
• --logfile output.json: The output was saved in a file named output.json 

During the test, UDP traffic was generated by iPerf3 from the main server to the UE over a period of 
180 seconds. Experimenting with UDP traffic type enables the assessment of network performance 
under conditions where the data transfer speed is prioritized over link reliability. 

Additionally, experiments focusing on streaming VR video from YouTube were carried out. Specifically, 
the video “360° Explore the ancient Acropolis in Athens – BBC”, which can be found at 
https://www.youtube.com/watch?v=8A63jbyk4bM, was chosen for the experiments. Three different 
video resolutions were used for the experiment, each representing a standard in video quality, as 
follows: 

• 1080p - Full high definition (FHD) with a resolution of 1920px by 1080px 
• 1440p - 2K resolution of 2560px by 1440px 
• 2160p - 4K resolution of 3840px by 2160px 

Table 2 lists the IPs of the YouTube servers that delivered the video in various resolutions throughout 
all experiments that were carried out. 

Table 2: YouTube IP Mapping to Streaming Experiments 

Scenario Resolution IP 

Topology A – High Channel Quality 
FHD 74.125.155.138 
2K 74.125.155.138 
4k 74.125.155.138 

Topology A – Low Channel Quality 
FHD 172.217.17.246 
2K 74.125.155.138 
4k 74.125.155.138 

Topology B – High Channel Quality 
FHD 74.125.163.198 
2K 74.125.163.198 
4k 173.194.55.10 

Topology B – Low Channel Quality 
FHD 74.125.155.138 
2K 74.125.163.198 
4k 74.125.155.138 

https://www.youtube.com/watch?v=8A63jbyk4bM
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3.1.2.  Network traffic capture 

According to the Open-RAN specifications [9], the network is split into three units, namely the radio 
units (RUs) that are responsible for the data transmission and reception through the wireless channel, 
the distributed units (DUs) that handle user traffic, and the central unit (CU) that manages and controls 
the DUs. This disaggregated approach allows for better infrastructure utilization and increased 
flexibility. Adhering to these specifications, srsRAN exports network traffic from multiple layers of the 
gNB in the form of .pcap files. The analysis and dissection of these files provide details on the data that 
are exchanged between the gNBs, UEs, and core network. 

In more detail, srsRAN can export traffic from the following protocols: 

• The E1AP protocol is part of the E2 interface implemented on top of Stream Control 
Transmission Protocol (SCTP) and is responsible for signaling and orchestration of the RAN 
components and user mobility. 

• The Next Generation Application Protocol (NGAP) is a 3GPPP protocol integrated into 5G 
mobile networks and is part of the N2 interface. This interface connects a gNB to the 5G CN 
Access and Mobility Function (AMF). The NGAP implements 5G capabilities, such as ultra-
reliable low latency communications (URLLC) or massive machine type communications 
(mMTC). 

• The Medium Access Control (MAC) stands between the physical layer and the higher layers of 
the gNB stack. The srsRAN software encapsulates data units in UDP packets and forwards them 
to the physical layer for transmission. 

• The Radio Link Control (RLC) layer operates on top of the MAC layer and ensures the reliable 
and efficient transmission of data over a radio link. Moreover, it ensures that the data is 
correctly segmented and transmitted between the user and gNB and enforces flow control. 

For analyzing the network traffic stored in the .pcap files, the Wireshark software is used [10]. 
According to the srsRAN documentation1, the following User Diagnostic Log and Trace (DLT) 
parameters should be configured in order for Wireshark to dissect the packets correctly. Additionally, 
the "mac_nr_udp" and "Try to detect and decode 5G-EA0 ciphered messages” settings should be 
enabled. A summary of the DLT parameters is shown in Table 3. 

Table 3: User Diagnostic Log and Trace Parameters 

DLT Payload Dissector 
User 2 (DLT=149) udp 
User 5 (DLT=152) ngap 
User 6 (DLT=153) e1ap 
User 7 (DLT=154) f1ap 
User 8 (DLT=155) e2ap 
User 9 (DLT=156) gtp 

 

Finally, tcpdump [11] was used to capture the traffic that passed through the main operator and micro-
operator, in addition to the aforementioned traffic captures. Specifically, the following command was 
used: 

 

1 https://docs.srsran.com/projects/project/en/latest/user_manuals/source/outputs.html  

https://docs.srsran.com/projects/project/en/latest/user_manuals/source/outputs.html
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tcpdump -i ogstun -w output.pcap 

The parameters of the command are explained as follows: 
• -i ogstun: Specifies the interface for capturing traffic. ogstun is a virtual network interface that 

is created by Open5GS and is used by UPF to capture and forward encapsulated UE traffic.  
• -w output.pcap: Specifies that the captured network traffic will be written to a particular file. 

3.1.3.  Metrics exposed from the E2 interface 

During the experiments, an xApp ran in the near-real-time RIC and collected various metrics which 
were exposed by srsRAN through the E2 interface. Table 4 lists the collected metrics along with the 
respective descriptions. 

Table 4: Description of Metrics Exposed by srsRAN 

Metric Description 
CQI Channel quality indicator 

RSRP Received power of the reference signal 
RSRQ Received quality of the reference signal 

RRU.PrbAvailDl Average number of physical resource blocks (PRBs) that are 
available in the downlink  

RRU.PrbAvailUl Average number of physical resource blocks (PRBs) that are 
available in the uplink  

RRU.PrbTotDl Percentage of utilized PRBs in the downlink 
RRU.PrbTotUl Percentage of utilized PRBs in the uplink 

DRB.RlcSduDelayDl Average RLC delay on the downlink within the gNB-DU for the 
initial transmission of all RLC packets 

DRB.PacketSuccessRateUlgNBUu Percentage of packet data convergence protocol (PDCP) 
packets that were successfully received at the gNB 

DRB.UEThpDl Average throughput of the UE in the downlink  
DRB.UEThpUl Average throughput of the UE in the uplink  

DRB.RlcPacketDropRateDl Percentage of the radio link control packets that are dropped 
in the downlink channel due to high traffic load 

DRB.RlcSduTransmittedVolumeDL Volume of data that are transmitted in the downlink 
DRB.RlcSduTransmittedVolumeUL Volume of data that are transmitted in the uplink 

DRB.AirIfDelayUl Average over-the-air packet delay in the uplink 
DRB.RlcDelayUl Average RLC packet delay in the uplink 

 

3.1.4.  Dataset Structure 

The dataset folder structure is presented and explained in Appendix A. The data were collected when 
the UE is directly connected to the main operator (topology A) and when the UE is connected through 
the micro-operator’s network (topology B). In detail, the following data and metrics are collected in 
each operator: 

1. Network traffic from multiple gNB stack layers (.pcap files). 
2. RAN metrics exposed to the near-real-time RIC by the E2 interface (.csv files). 
3. Network traffic from the 5G CN that was captured using tcpdump (.pcap files). 
4. Network performance metrics exported by iPerf3 (.json files). 
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Under each topology, two sub-scenarios are included, namely 1) when the wireless propagation 
environment is optimal (e.g., the UEs are close to the BSs, there are no obstructions, etc.), and 2) when 
the wireless propagation environment is sub-optimal due to the distance and obstructions.  

Finally, for each category five experiments were conducted (i.e., iPerf3 TCP/UDP modes, VR video in 
FHD, 2K, and 4K resolutions) resulting to a total of 20 experiments. 

The data generated while running the iPerf3 experiments are included in the iPerf folders. Two types 
of files are used for storing the data, namely .pcap files and .json files. The .pcap files store network 
traffic, while the .json files store various statistics. Additionally, the data generated while running the 
VR video streaming experiments are included in the VR_FHD, VR_2K, and VR_4K folders. Two types of 
files are used for storing the data, namely .pcap files and .json files. The descriptions of the respective 
files are presented in Table 5. 

Table 5: iPerf and VR Streaming Dataset 

Filename Description 

gnb_e1ap.pcap These files contain E1AP traffic exported by the srsRAN 
gNodeB tool. 

gnb_e2ap.pcap These files contain E2AP traffic exported by the srsRAN 
gNodeB tool. 

gnb_f1ap.pcap These files contain F1AP lyer traffic exported by the 
srsRAN gNodeB tool. 

gnb_mac.pcap These files contain MAC traffic exported by the srsRAN 
gNodeB tool. 

gnb_n3.pcap These files contain N3 traffic exported by the srsRAN 
gNodeB tool. 

gnb_ngap.pcap These files contain NGAP traffic exported by the srsRAN 
gNodeB tool. 

gnb_rlc.pcap These files contain RLC traffic exported by the srsRAN 
gNodeB tool. 

tcpdump.pcap These files contain the network traffic that was captured 
by using tcpdump in the CN. 

iperf_stats_server.json These files contain the statistics exported by iPerf3 
running as a server in the main BS. 

iperf_stats_client.json These files contain the statistics exported by iPerf3 
running as a client. 

RAN_metrics.csv These files contain the metrics that are exposed by srsRAN 
and retrieved by the xApp through the E2 interface. 
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3.2. Cyberattacks on O-RAN 5G Testbed Dataset 

3.2.1. Topology and experiment description 

In this experiment, a malicious user carries out cyberattacks against various services running in the 
main operator and the micro-operator. The topology for implementing the experiments with 
cyberattack detection is illustrated in Figure 3. 

 

Figure 3: Topology for the Cyberattack Detection Experiments 

The aforementioned topology was used to generate the traffic for training the artificial intelligence 
(AI)-based cyberattack detection component. Specifically, seven attacks were carried out against the 
main operator and micro-operator services, namely Reconnaissance Attack, UDP Scan, TCP Connect 
Scan, SYN Scan, SYN Flood, ICMP Flood, HTTP Flood, and Slow-rate DoS. Table 6 provides the respective 
descriptions of these attacks. 

Table 6: Description of Attacks 

Attack Description 

Reconnaissance Attack 

A Reconnaissance Attack is a type of cyberattack where the 
attacker aims to gather information about a target system or 
network. The main goal is to find weak security entry points, which 
can potentially be of use later, such as open ports, outdated 
software, or weak security policies. 

UDP Scan 

UDP Scan is a process of finding and exploiting open (vulnerable) 
UDP ports. While TCP scans try to establish a connection through 
a three-way handshake, UDP protocol does not rely on three-way 
handshakes, thus UDP scans are more difficult to make. There are 
available tools (namely Nmap) that are utilized to perform UDP 
scans and penetration testing in general. 

TCP Connect 

A TCP Connect attack is based on the vulnerability of the TCP 
three-way handshake system. The goal is to try and initiate as 
many connection requests as possible without completing the 
required three-way handshakes. This leads the target system to 
overload and consequently exhaust its’ resources and degrade its 
services. 

SYN Scan 

The way a SYN scan attack works is by initiating three-way 
handshakes without ever aiming to complete them. The goal is to 
identify open TCP ports on the target system. The attacker sends 
a SYN  packet to a specific port, which initializes the TCP three-way 
handshake. Consequently, if the port is open, the targeted system 
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responds with a SYN-ACK packet. After receiving the SYN-ACK 
packet from the target system, the attacker sends a RST packet 
instead of the normally concluding the three-way handshake. This 
process prematurely terminates the connection which leads to the 
connection not being logged by the target system hence this 
approach’s stealth. 

SYN Flood 

A TCP SYN flood attack is a cyberattack that aims to request and 
cause the target system to allocate as many resources as possible. 
This is accomplished through “flooding” the target system with 
numerous TCP SYN packets, initiating many TCP three-way 
handshakes which in turn are never terminated with a SYN-ACK 
packet. Therefore, the target system ends up allocating numerous 
resources for this specific attacker and ultimately loses the ability 
to serve new clients, which in turn degrades the quality of service 
of the target system and can even disable the target system 
completely. 

ICMP Flood 

 An ICMP Flood cyber-attack is another Denial of Service (DoS) 
attack, this time using ICMP Echo packets. In the beginning, the 
attacker issues numerous “Echo” packets towards the target 
system. The target system is then obligated to respond to all those 
ICMP packets with Echo Reply packets. Through this process a 
large percentage of the target system’s resources and services are 
bound to the attacker, while denying them from actual clients. 

HTTP Flood 

An HTTP Flood attack is a type of Distributed DoS attack. As with 
regular Denial of Service attacks, the goal of the attacker is to slow 
down or even disable the target system, by requesting as many 
resources and/or services as possible from the target system, 
ultimately denying their use by legitimate clients. The attacker 
“floods” the target system with HTTP (GET or POST) requests, in 
turn obligating the target system to respond to those same 
requests. Unlike other types of cyber-attacks that rely on spoofed 
or malformed packets, this type of cyber-attack utilizes valid 
requests. The actual volume of these requests to the target system 
makes it hard to manage and ultimately exhausts the target 
system's resources. 

Slow-rate DoS 

Slow-rate Denial of Service cyber-attacks, similarly to other 
conventional methods of DoS attacks (like the ones explained 
above), try to initiate numerous connections with the ultimate 
goal to try and force the target system to allocate as many of its 
resources as possible to the attacker. In contrast with other DoS 
cyber-attacks, the slow-rate DoS attack aims to spread the 
initiation of its’ connections through a large timeframe instead of 
flooding the target system constantly, with either malformed or 
valid packets, while keeping as many of them as possible open 
while periodically sending HTTP headers to the target system in 
order to keep the connections open and ultimately consume as 
many resources of the target system as possible. These lead to 
degrading the target system’s services and preventing the serving 
of actual clients. 

 

3.2.2.  Data collection and training of the AI model 
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Figure 4: Main Steps of the Cyberattack Detection Experiments 

The main steps involved in the AI-based cyberattack detection experiments are summarized in Figure 
4. Initially, the network traffic was collected from the micro-operator in .pcap files. After the collection 
of network traffic, the network flows were extracted into a .csv file using the CICFlowMeter software 
[12]. Next, the information about the timeline and type of the attacks, the .csv file was annotated and 
the flows were classified into benign flows and attack flows. Finally, the scikit-learn framework [13] 
was used for the training and testing of the AI algorithms. 

Figure 5 illustrates the samples of each traffic type that are included in the dataset. In total, 587.733 
samples are included in the dataset, with each one having 84 features. Moreover, Figure 6 shows the 
accuracy and F1-score of the neural network (NN) and the eXtreme Gradient Boosting (XGB) 
algorithms. 
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Figure 5: Samples and Traffic Type 

 

Figure 6: Performance of Neural Network and eXtreme Gradient Boosting 
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3.2.3.  Dataset Structure 

Table 7 provides the description of the respective files that are included in the dataset. 

Table 7: Cyberattacks Dataset Structure 

File Description 

Network_Traffic_Capture.pcap 

This file includes all the packets that were 
captured during the experimentation. 
Specifically, it contains packets from benign and 
malicious network traffic. The benign traffic is 
associated with browsing and video streaming 
activities, while the malicious traffic is associated 
with the 7 types of attacks that were carried out 
against the main operator and micro-operator 
services. 

Network_Flows_Annotated.csv 
This file is the output of the CICFlowMeter, along 
with the respective annotations that map the 
flows to benign traffic or to one of the 7 attacks. 
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4. Conclusion 
This document describes the 2nd dataset generated using the Greek in-lab testbed. The objective of the 
Greek in-lab testbed is to evaluate the NANCY outcomes, specifically in the context of a wireless range 
expansion use case. To elaborate, the experiments involve two topologies: a) one where a UE directly 
connects to the main operator’s network through a 5G NR link, and b) one where a UE connects 
through the micro-operator’s network.  

In summary, the deliverable provides an overview of the Greek in-lab testbed topology and describes 
the main hardware and software components. Moreover, it outlines the experiments that were carried 
out to generate the datasets and provides details of the dataset structure and content. Streaming VR 
videos at different resolutions provided useful insights into how the testbed handles different levels 
of data load. The data collected from the streaming of videos of various resolutions aimed to assess 
the Greek in-lab testbed in handling large data volumes without compromising the user experience. 
As expected, when the video resolution was increased, the collected network metrics (e.g., downlink 
throughput, downlink data volume, etc.) were also increased. Finally, the aim of the cyberattack 
experimentation scenarios was to generate benign and malicious traffic flows in order to form a 
dataset for training and evaluating AI-based detection mechanisms. 
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Appendix A – VR Video Streaming & iPerf3 on O-RAN 5G Testbed 
A tree view of the whole dataset structure is presented as follows: 

├───Topology A 
│   ├───Optimal_Propagation_Environment 
│   │   ├───iPerf_TCP 
│   │   │       gnb_e1ap.pcap 
│   │   │       gnb_e2ap.pcap 
│   │   │       gnb_f1ap.pcap 
│   │   │       gnb_mac.pcap 
│   │   │       gnb_n3.pcap 
│   │   │       gnb_ngap.pcap 
│   │   │       gnb_rlc.pcap 
│   │   │       iperf_stats_client.json 
│   │   │       iperf_stats_server.json 
│   │   │       RAN_metrics.csv 
│   │   │       tcpdump.pcap 
│   │   │        
│   │   ├───iPerf_UDP 
│   │   │       gnb_e1ap.pcap 
│   │   │       gnb_e2ap.pcap 
│   │   │       gnb_f1ap.pcap 
│   │   │       gnb_mac.pcap 
│   │   │       gnb_n3.pcap 
│   │   │       gnb_ngap.pcap 
│   │   │       gnb_rlc.pcap 
│   │   │       iperf_stats_client.json 
│   │   │       RAN_metrics.csv 
│   │   │       tcpdump.pcap 
│   │   │        
│   │   ├───VR_2K 
│   │   │       gnb_e1ap.pcap 
│   │   │       gnb_e2ap.pcap 
│   │   │       gnb_f1ap.pcap 
│   │   │       gnb_mac.pcap 
│   │   │       gnb_n3.pcap 
│   │   │       gnb_ngap.pcap 
│   │   │       gnb_rlc.pcap 
│   │   │       RAN_metrics.csv 
│   │   │       tcpdump.pcap 
│   │   │        
│   │   ├───VR_4K 
│   │   │       gnb_e1ap.pcap 
│   │   │       gnb_e2ap.pcap 
│   │   │       gnb_f1ap.pcap 
│   │   │       gnb_mac.pcap 
│   │   │       gnb_n3.pcap 
│   │   │       gnb_ngap.pcap 
│   │   │       gnb_rlc.pcap 
│   │   │       RAN_metrics.csv 
│   │   │       tcpdump.pcap 
│   │   │        
│   │   └───VR_FHD 
│   │           gnb_e1ap.pcap 
│   │           gnb_e2ap.pcap 
│   │           gnb_f1ap.pcap 
│   │           gnb_mac.pcap 
│   │           gnb_n3.pcap 
│   │           gnb_ngap.pcap 
│   │           gnb_rlc.pcap 
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│   │           RAN_metrics.csv 
│   │           tcpdump.pcap 
│   │            
│   └───Suboptimal_Propagation_Environment 
│       ├───iPerf_TCP 
│       │       gnb_e1ap.pcap 
│       │       gnb_e2ap.pcap 
│       │       gnb_f1ap.pcap 
│       │       gnb_mac.pcap 
│       │       gnb_n3.pcap 
│       │       gnb_ngap.pcap 
│       │       gnb_rlc.pcap 
│       │       iperf_stats_client.json 
│       │       iperf_stats_server.json 
│       │       RAN_metrics.csv 
│       │       tcpdump.pcap 
│       │        
│       ├───iPerf_UDP 
│       │       gnb_e1ap.pcap 
│       │       gnb_e2ap.pcap 
│       │       gnb_f1ap.pcap 
│       │       gnb_mac.pcap 
│       │       gnb_n3.pcap 
│       │       gnb_ngap.pcap 
│       │       gnb_rlc.pcap 
│       │       iperf_stats_client.json 
│       │       RAN_metrics.csv 
│       │       tcpdump.pcap 
│       │        
│       ├───VR_2K 
│       │       gnb_e1ap.pcap 
│       │       gnb_e2ap.pcap 
│       │       gnb_f1ap.pcap 
│       │       gnb_mac.pcap 
│       │       gnb_n3.pcap 
│       │       gnb_ngap.pcap 
│       │       gnb_rlc.pcap 
│       │       RAN_metrics.csv 
│       │       tcpdump.pcap 
│       │        
│       ├───VR_4K 
│       │       gnb_e1ap.pcap 
│       │       gnb_e2ap.pcap 
│       │       gnb_f1ap.pcap 
│       │       gnb_mac.pcap 
│       │       gnb_n3.pcap 
│       │       gnb_ngap.pcap 
│       │       gnb_rlc.pcap 
│       │       RAN_metrics.csv 
│       │       tcpdump.pcap 
│       │        
│       └───VR_FHD 
│               gnb_e1ap.pcap 
│               gnb_e2ap.pcap 
│               gnb_f1ap.pcap 
│               gnb_mac.pcap 
│               gnb_n3.pcap 
│               gnb_ngap.pcap 
│               gnb_rlc.pcap 
│               RAN_metrics.csv 
│               tcpdump.pcap 
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│                
└───Topology B 
    ├───Optimal_Propagation_Environment 
    │   ├───iPerf_TCP 
    │   │   │   iperf_stats_client.json 
    │   │   │    
    │   │   ├───Main_Operator 
    │   │   │       gnb_e1ap.pcap 
    │   │   │       gnb_e2ap.pcap 
    │   │   │       gnb_f1ap.pcap 
    │   │   │       gnb_mac.pcap 
    │   │   │       gnb_n3.pcap 
    │   │   │       gnb_ngap.pcap 
    │   │   │       gnb_rlc.pcap 
    │   │   │       iperf_stats_server.json 
    │   │   │       RAN_metrics.csv 
    │   │   │       tcpdump.pcap 
    │   │   │        
    │   │   └───Micro_Operator 
    │   │           gnb_e1ap.pcap 
    │   │           gnb_e2ap.pcap 
    │   │           gnb_f1ap.pcap 
    │   │           gnb_mac.pcap 
    │   │           gnb_n3.pcap 
    │   │           gnb_ngap.pcap 
    │   │           gnb_rlc.pcap 
    │   │           RAN_metrics.csv 
    │   │           tcpdump.pcap 
    │   │            
    │   ├───iPerf_UDP 
    │   │   │   iperf_stats_client.json 
    │   │   │    
    │   │   ├───Main_Operator 
    │   │   │       gnb_e1ap.pcap 
    │   │   │       gnb_e2ap.pcap 
    │   │   │       gnb_f1ap.pcap 
    │   │   │       gnb_mac.pcap 
    │   │   │       gnb_n3.pcap 
    │   │   │       gnb_ngap.pcap 
    │   │   │       gnb_rlc.pcap 
    │   │   │       RAN_metrics.csv 
    │   │   │       tcpdump.pcap 
    │   │   │        
    │   │   └───Micro_Operator 
    │   │           gnb_e1ap.pcap 
    │   │           gnb_e2ap.pcap 
    │   │           gnb_f1ap.pcap 
    │   │           gnb_mac.pcap 
    │   │           gnb_n3.pcap 
    │   │           gnb_ngap.pcap 
    │   │           gnb_rlc.pcap 
    │   │           RAN_metrics.csv 
    │   │           tcpdump.pcap 
    │   │            
    │   ├───VR_2K 
    │   │   ├───Main_Operator 
    │   │   │       gnb_e1ap.pcap 
    │   │   │       gnb_e2ap.pcap 
    │   │   │       gnb_f1ap.pcap 
    │   │   │       gnb_mac.pcap 
    │   │   │       gnb_n3.pcap 
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    │   │   │       gnb_ngap.pcap 
    │   │   │       gnb_rlc.pcap 
    │   │   │       RAN_metrics.csv 
    │   │   │       tcpdump.pcap 
    │   │   │        
    │   │   └───Micro_Operator 
    │   │           gnb_e1ap.pcap 
    │   │           gnb_e2ap.pcap 
    │   │           gnb_f1ap.pcap 
    │   │           gnb_mac.pcap 
    │   │           gnb_n3.pcap 
    │   │           gnb_ngap.pcap 
    │   │           gnb_rlc.pcap 
    │   │           RAN_metrics.csv 
    │   │           tcpdump.pcap 
    │   │            
    │   ├───VR_4K 
    │   │   ├───Main_Operator 
    │   │   │       gnb_e1ap.pcap 
    │   │   │       gnb_e2ap.pcap 
    │   │   │       gnb_f1ap.pcap 
    │   │   │       gnb_mac.pcap 
    │   │   │       gnb_n3.pcap 
    │   │   │       gnb_ngap.pcap 
    │   │   │       gnb_rlc.pcap 
    │   │   │       RAN_metrics.csv 
    │   │   │       tcpdump.pcap 
    │   │   │        
    │   │   └───Micro_Operator 
    │   │           gnb_e1ap.pcap 
    │   │           gnb_e2ap.pcap 
    │   │           gnb_f1ap.pcap 
    │   │           gnb_mac.pcap 
    │   │           gnb_n3.pcap 
    │   │           gnb_ngap.pcap 
    │   │           gnb_rlc.pcap 
    │   │           RAN_metrics.csv 
    │   │           tcpdump.pcap 
    │   │            
    │   └───VR_FHD 
    │       ├───Main_Operator 
    │       │       gnb_e1ap.pcap 
    │       │       gnb_e2ap.pcap 
    │       │       gnb_f1ap.pcap 
    │       │       gnb_mac.pcap 
    │       │       gnb_n3.pcap 
    │       │       gnb_ngap.pcap 
    │       │       gnb_rlc.pcap 
    │       │       RAN_metrics.csv 
    │       │       tcpdump.pcap 
    │       │        
    │       └───Micro_Operator 
    │               gnb_e1ap.pcap 
    │               gnb_e2ap.pcap 
    │               gnb_f1ap.pcap 
    │               gnb_mac.pcap 
    │               gnb_n3.pcap 
    │               gnb_ngap.pcap 
    │               gnb_rlc.pcap 
    │               RAN_metrics.csv 
    │               tcpdump.pcap 
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    │                
    └───Suboptimal_Propagation_Environment 
        ├───iPerf_TCP 
        │   │   iperf_stats_client.json 
        │   │    
        │   ├───Main_Operator 
        │   │       gnb_e1ap.pcap 
        │   │       gnb_e2ap.pcap 
        │   │       gnb_f1ap.pcap 
        │   │       gnb_mac.pcap 
        │   │       gnb_n3.pcap 
        │   │       gnb_ngap.pcap 
        │   │       gnb_rlc.pcap 
        │   │       iperf_stats_server.json 
        │   │       RAN_metrics.csv 
        │   │       tcpdump.pcap 
        │   │        
        │   └───Micro_Operator 
        │           gnb_e1ap.pcap 
        │           gnb_e2ap.pcap 
        │           gnb_f1ap.pcap 
        │           gnb_mac.pcap 
        │           gnb_n3.pcap 
        │           gnb_ngap.pcap 
        │           gnb_rlc.pcap 
        │           RAN_metrics.csv 
        │           tcpdump.pcap 
        │            
        ├───iPerf_UDP 
        │   │   iperf_stats_client.json 
        │   │    
        │   ├───Main_Operator 
        │   │       gnb_e1ap.pcap 
        │   │       gnb_e2ap.pcap 
        │   │       gnb_f1ap.pcap 
        │   │       gnb_mac.pcap 
        │   │       gnb_n3.pcap 
        │   │       gnb_ngap.pcap 
        │   │       gnb_rlc.pcap 
        │   │       RAN_metrics.csv 
        │   │       tcpdump.pcap 
        │   │        
        │   └───Micro_Operator 
        │           gnb_e1ap.pcap 
        │           gnb_e2ap.pcap 
        │           gnb_f1ap.pcap 
        │           gnb_mac.pcap 
        │           gnb_n3.pcap 
        │           gnb_ngap.pcap 
        │           gnb_rlc.pcap 
        │           RAN_metrics.csv 
        │           tcpdump.pcap 
        │            
        ├───VR_2K 
        │   ├───Main_Operator 
        │   │       gnb_e1ap.pcap 
        │   │       gnb_e2ap.pcap 
        │   │       gnb_f1ap.pcap 
        │   │       gnb_mac.pcap 
        │   │       gnb_n3.pcap 
        │   │       gnb_ngap.pcap 
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        │   │       gnb_rlc.pcap 
        │   │       RAN_metrics.csv 
        │   │       tcpdump.pcap 
        │   │        
        │   └───Micro_Operator 
        │           gnb_e1ap.pcap 
        │           gnb_e2ap.pcap 
        │           gnb_f1ap.pcap 
        │           gnb_mac.pcap 
        │           gnb_n3.pcap 
        │           gnb_ngap.pcap 
        │           gnb_rlc.pcap 
        │           RAN_metrics.csv 
        │           tcpdump.pcap 
        │            
        ├───VR_4K 
        │   ├───Main_Operator 
        │   │       gnb_e1ap.pcap 
        │   │       gnb_e2ap.pcap 
        │   │       gnb_f1ap.pcap 
        │   │       gnb_mac.pcap 
        │   │       gnb_n3.pcap 
        │   │       gnb_ngap.pcap 
        │   │       gnb_rlc.pcap 
        │   │       RAN_metrics.csv 
        │   │       tcpdump.pcap 
        │   │        
        │   └───Micro_Operator 
        │           gnb_e1ap.pcap 
        │           gnb_e2ap.pcap 
        │           gnb_f1ap.pcap 
        │           gnb_mac.pcap 
        │           gnb_n3.pcap 
        │           gnb_ngap.pcap 
        │           gnb_rlc.pcap 
        │           RAN_metrics.csv 
        │           tcpdump.pcap 
        │            
        └───VR_FHD 
            ├───Main_Operator 
            │       gnb_e1ap.pcap 
            │       gnb_e2ap.pcap 
            │       gnb_f1ap.pcap 
            │       gnb_mac.pcap 
            │       gnb_n3.pcap 
            │       gnb_ngap.pcap 
            │       gnb_rlc.pcap 
            │       RAN_metrics.csv 
            │       tcpdump.pcap 
            │        
            └───Micro_Operator 
                    capture.pcap 
                    gnb_e1ap.pcap 
                    gnb_e2ap.pcap 
                    gnb_f1ap.pcap 
                    gnb_mac.pcap 
                    gnb_n3.pcap 
                    gnb_ngap.pcap 
                    gnb_rlc.pcap 
                    RAN_metrics.csv                     
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Appendix B – Cyberattacks Timeline in the Cyberattack Detection 
Dataset 
The following table provides details related to the attack type, target and the time frame of the attack:  

Νο. Time Attack Type Target (IP) 
1 13:46 - 14:09 Reconnaissance Attack Main Operator (10.45.0.1) 
2 14:16 - 14:37 Reconnaissance Attack Micro-Operator (10.46.0.1) 
3 14:48 - 15:16 UDP Scan (All 65.535 ports) Main Operator (10.45.0.1) 
4 15:28 - 15:30 TCP Connect Scan (All 65.535 ports) Main Operator (10.45.0.1) 
5 15:35 - 15:57 UDP Scan (All 65.535 ports) Micro-Operator (10.46.0.1) 
6 16:03 - 16:04 TCP Connect Scan (All 65.535 ports) Micro-Operator (10.46.0.1) 
7 16:08 - 16:10 SYN Scan (All 65.535 ports) Main Operator (10.45.0.1) 
8 16:16 - 16:17 SYN Scan (All 65.535 ports) Micro-Operator (10.46.0.1) 

9 16:30 - 16:31 Reconnaissance Attack (Probe common 
ports & OS detection) Main Operator (10.45.0.1) 

10 16:40 - 16:41 Reconnaissance Attack (Probe common 
ports & OS detection) Micro-Operator (10.46.0.1) 

11 16:52 - 16:56 SYN Flood (Ports: 1-10.000) Main Operator (10.45.0.1) 
12 17:48 - 17:50 ICMP Flood (Ports: 1-10.000) Main Operator (10.45.0.1) 
13 17:55 – 17:55 ICMP Flood (Ports: 1-10.000) Main Operator (10.45.0.1) 
14 18:26 - 18:27 SYN Flood (Port: 80) Main Operator (10.45.0.1) 
15 18:39 – 18:40 SYN Flood (Port: 80) Micro-Operator (10.46.0.1) 
16 19:13 – 19:21 HTTP Flood (Port 80) Main Operator (10.45.0.1) 
17 19:25 – 19:32 HTTP Flood (Port: 80) Micro-Operator (10.46.0.1) 
18 19:34 – 19:34 HTTP Flood (Port: 3000) Main Operator (10.45.0.1) 
19 19:49 – 19:54 Slowrate DoS (Slowloris) Main Operator (10.45.0.1) 
20 19:56 – 20:01 Slowrate DoS (Slowloris) Micro-Operator (10.46.0.1) 
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Appendix C - Wireshark Protocol Hierarchy Statistics 
This appendix presents the Protocol Hierarchy Statistics that are generated using the respective 
Wireshark functionality. The appendix organization adopts the structure of the dataset; therefore, 
there are two main sections, namely Scenario A and Scenario B, each one containing multiple 
subsections, respectively for each experiment. Each screenshot depicts the following information for 
each protocol: 

• percent of packets  
• number of packets 
• percent of size 
• size (in bytes) 
• number of captured bits per second 
• number of packets of the last dissected protocol 
• size of the last dissected protocol (in bytes) 
• number of captured bits per second of the last dissected protocol 
• number of Protocol Data Units (PDUs) 

Finally, the name of the corresponding .pcap file is included below each screenshot. 

Topology A  
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Topology B 

Optimal Propagation Environment  

iPerf3 – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
44 

 
tcpdump.pcap 

iPerf3 – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 
 

 
gnb_n3.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
45 

 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_FHD – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
46 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_FHD – Micro Operator 

 

gnb_e1ap.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
47 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_2K – Main Operator 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
48 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
49 

 
tcpdump.pcap 

 

VR_2K – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
50 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_4K – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
51 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 

 
tcpdump.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
52 

VR_4K – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
53 

 
tcpdump.pcap 

 

Suboptimal Propagation Environment  

iPerf3 – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
54 

 
gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

iPerf3 – Micro Operator 

 

gnb_e1ap.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
55 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
56 

 
tcpdump.pcap 

VR_FHD – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
57 

gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_FHD – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
58 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

VR_2K – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
59 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

 



D6.7 - Greek in-lab testbed dataset 2 
 

 
60 

VR_2K – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
61 

 
tcpdump.pcap 

VR_4K – Main Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
62 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

 

VR_4K – Micro Operator 

 

gnb_e1ap.pcap 

 

gnb_e2ap.pcap 

 

gnb_f1ap.pcap 

 

gnb_mac.pcap 



D6.7 - Greek in-lab testbed dataset 2 
 

 
63 

 
gnb_n3.pcap 

 
gnb_ngap.pcap 

 
gnb_rlc.pcap 

 
tcpdump.pcap 

 

 
 



D6.7 - Greek in-lab testbed dataset 2 
 

 
64 

Appendix D - xApp for Collecting E2 Metrics 
The following Python script runs as an xApp in the near-real-time RIC, collects the E2 metrics exposed by srsRAN, and exports them into a csv file. The script is a 
modified version of the xApp examples that can be found at: https://github.com/srsran/oran-sc-ric  

#!/usr/bin/env python3 
import argparse 
import signal 
from lib.xAppBase import xAppBase 
import datetime as dt 
import pandas as pd 
 
class MyXapp(xAppBase): 
    def __init__(self, config, http_server_port, rmr_port): 
        super(MyXapp, self).__init__(config, http_server_port, rmr_port) 
        with open('ran_metrics.csv', 'w') as csv: 
            
csv.write("Timestamp,CQI,RSRP,RSRQ,RRU.PrbAvailDl,RRU.PrbAvailUl,RRU.PrbTotDl,RRU.PrbTotUl,DRB.RlcSduDelayDl,DRB.PacketS
uccessRateUlgNBUu,DRB.UEThpDl,DRB.UEThpUl,DRB.RlcPacketDropRateDl,DRB.RlcSduTransmittedVolumeDL,DRB.RlcSduTransmittedVol
umeUL,DRB.AirIfDelayUl,DRB.RlcDelayUl\n") 
 
    def my_subscription_callback(self, e2_agent_id, subscription_id, indication_hdr, indication_msg, kpm_report_style, 
ue_id): 
        if kpm_report_style == 2: 
            print("\nRIC Indication Received from {} for Subscription ID: {}, KPM Report Style: {}, UE ID: 
{}".format(e2_agent_id, subscription_id, kpm_report_style, ue_id)) 
        else: 
            print("\nRIC Indication Received from {} for Subscription ID: {}, KPM Report Style: {}".format(e2_agent_id, 
subscription_id, kpm_report_style)) 
 
        indication_hdr = self.e2sm_kpm.extract_hdr_info(indication_hdr) 
        meas_data = self.e2sm_kpm.extract_meas_data(indication_msg) 
 
        print("E2SM_KPM RIC Indication Content:") 
        print("-ColletStartTime: ", indication_hdr['colletStartTime']) 
        print("-Measurements Data:") 
 
        # print("Creating csv file with name: {} as a pandas dataframe", self.csv_fname) 

https://github.com/srsran/oran-sc-ric
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        dflist = 
["CQI","RSRP","RSRQ","RRU.PrbAvailDl","RRU.PrbAvailUl","RRU.PrbTotDl","RRU.PrbTotUl","DRB.RlcSduDelayDl","DRB.PacketSucc
essRateUlgNBUu","DRB.UEThpDl","DRB.UEThpUl","DRB.RlcPacketDropRateDl","DRB.RlcSduTransmittedVolumeDL","DRB.RlcSduTransmi
ttedVolumeUL","DRB.AirIfDelayUl","DRB.RlcDelayUl"] 
        with open('ran_metrics.csv', 'a') as csv: 
            granulPeriod = meas_data.get("granulPeriod", None) 
            if granulPeriod is not None: 
                print("-granulPeriod: {}".format(granulPeriod)) 
 
            if kpm_report_style in [1,2]: 
                line = str(dt.datetime.now().isoformat())+"," 
                for metric_name, value in meas_data["measData"].items(): 
                    print("--Metric: {}, Value: {}".format(metric_name, value)) 
                    if len(value) > 0: 
                        line = line + str(value[0]) + "," 
                    else:     
                        line = line + "," 
                print(meas_data["measData"].items()) 
                line = line[:-1] 
                line = line + "\n" 
                print(line) 
                csv.writelines(line) 
                csv.flush() 
            else: 
                for ue_id, ue_meas_data in meas_data["ueMeasData"].items(): 
                    print("--UE_id: {}".format(ue_id)) 
                    granulPeriod = ue_meas_data.get("granulPeriod", None) 
                    if granulPeriod is not None: 
                        print("---granulPeriod: {}".format(granulPeriod)) 
 
                    # to sort a dict: '''sorted_dict = dict(sorted(my_dict.items()))''' 
                    line = "" 
                    for metric_name, value in ue_meas_data["measData"].items(): 
                        print("--Metric: {}, Value: {}".format(metric_name, value)) 
                        line = line + str(value[0]) + "," 
                    line = line 
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    # Mark the function as xApp start function using xAppBase.start_function decorator. 
    # It is required to start the internal msg receive loop. 
    @xAppBase.start_function 
    def start(self, e2_node_id, kpm_report_style, ue_ids, metric_names): 
        report_period = 1000 
        granul_period = 1000 
 
        # use always the same subscription callback, but bind kpm_report_style parameter 
        subscription_callback = lambda agent, sub, hdr, msg: self.my_subscription_callback(agent, sub, hdr, msg, 
kpm_report_style, None) 
 
        if (kpm_report_style == 1): 
            print("Subscribe to E2 node ID: {}, RAN func: e2sm_kpm, Report Style: {}, metrics: {}".format(e2_node_id, 
kpm_report_style, metric_names)) 
            self.e2sm_kpm.subscribe_report_service_style_1(e2_node_id, report_period, metric_names, granul_period, 
subscription_callback) 
 
        elif (kpm_report_style == 2): 
            # need to bind also UE_ID to callback as it is not present in the RIC indication in the case of E2SM KPM 
Report Style 2 
            subscription_callback = lambda agent, sub, hdr, msg: self.my_subscription_callback(agent, sub, hdr, msg, 
kpm_report_style, ue_ids[0]) 
             
            print("Subscribe to E2 node ID: {}, RAN func: e2sm_kpm, Report Style: {}, UE_id: {}, metrics: 
{}".format(e2_node_id, kpm_report_style, ue_ids[0], metric_names)) 
            self.e2sm_kpm.subscribe_report_service_style_2(e2_node_id, report_period, ue_ids[0], metric_names, 
granul_period, subscription_callback) 
 
        elif (kpm_report_style == 3): 
            if (len(metric_names) > 1): 
                metric_names = metric_names[0] 
                print("INFO: Currently only 1 metric can be requested in E2SM-KPM Report Style 3, selected metric: 
{}".format(metric_names)) 
           
            matchingConds = [{'matchingCondChoice': ('testCondInfo', {'testType': ('ul-rSRP', 'true'), 'testExpr': 
'lessthan', 'testValue': ('valueInt', 1000)})}] 
 
            print("Subscribe to E2 node ID: {}, RAN func: e2sm_kpm, Report Style: {}, metrics: {}".format(e2_node_id, 
kpm_report_style, metric_names)) 



D6.7 - Greek in-lab testbed dataset 2 
 

 
67 

            self.e2sm_kpm.subscribe_report_service_style_3(e2_node_id, report_period, matchingConds, metric_names, 
granul_period, subscription_callback) 
 
        elif (kpm_report_style == 4): 
             
            matchingUeConds = [{'testCondInfo': {'testType': ('ul-rSRP', 'true'), 'testExpr': 'lessthan', 'testValue': 
('valueInt', 1000)}}] 
             
            print("Subscribe to E2 node ID: {}, RAN func: e2sm_kpm, Report Style: {}, metrics: {}".format(e2_node_id, 
kpm_report_style, metric_names)) 
            self.e2sm_kpm.subscribe_report_service_style_4(e2_node_id, report_period, matchingUeConds, metric_names, 
granul_period, subscription_callback) 
 
        elif (kpm_report_style == 5): 
            if (len(ue_ids) < 2): 
                dummyUeId = ue_ids[0] + 1 
                ue_ids.append(dummyUeId) 
                print("INFO: Subscription for E2SM_KPM Report Service Style 5 requires at least two UE IDs -> add dummy 
UeID: {}".format(dummyUeId)) 
 
            print("Subscribe to E2 node ID: {}, RAN func: e2sm_kpm, Report Style: {}, UE_ids: {}, metrics: 
{}".format(e2_node_id, kpm_report_style, ue_ids, metric_names)) 
            self.e2sm_kpm.subscribe_report_service_style_5(e2_node_id, report_period, ue_ids, metric_names, 
granul_period, subscription_callback) 
 
        else: 
            print("INFO: Subscription for E2SM_KPM Report Service Style {} is not supported".format(kpm_report_style)) 
            exit(1) 
 
 
if __name__ == '__main__': 
    parser = argparse.ArgumentParser(description='My example xApp') 
    parser.add_argument("--config", type=str, default='', help="xApp config file path") 
    parser.add_argument("--http_server_port", type=int, default=8092, help="HTTP server listen port") 
    parser.add_argument("--rmr_port", type=int, default=4562, help="RMR port") 
    parser.add_argument("--e2_node_id", type=str, default='gnbd_001_002_00019b_0', help="E2 Node ID") 
    parser.add_argument("--ran_func_id", type=int, default=2, help="RAN function ID") 
    parser.add_argument("--kpm_report_style", type=int, default=1, help="xApp config file path") 
    parser.add_argument("--ue_ids", type=str, default='0', help="UE ID") 
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    parser.add_argument("--metrics", type=str, default='DRB.UEThpUl,DRB.UEThpDl', help="Metrics name as comma-separated 
string") 
    parser.add_argument("--csv", type=str, default="ran_metrics.csv", help="CSV metrics filename") 
 
    args = parser.parse_args() 
    config = args.config 
    e2_node_id = args.e2_node_id  
    ran_func_id = args.ran_func_id  
    ue_ids = list(map(int, args.ue_ids.split(","))) # Note: the UE id has to exist at E2 node! 
    kpm_report_style = args.kpm_report_style 
    metrics = args.metrics.split(",") 
 
    # Create MyXapp. 
    myXapp = MyXapp(config, args.http_server_port, args.rmr_port) 
    myXapp.e2sm_kpm.set_ran_func_id(ran_func_id) 
 
    # Connect exit signals. 
    signal.signal(signal.SIGQUIT, myXapp.signal_handler) 
    signal.signal(signal.SIGTERM, myXapp.signal_handler) 
    signal.signal(signal.SIGINT, myXapp.signal_handler) 
 
    # Start xApp. 
    myXapp.start(e2_node_id, kpm_report_style, ue_ids, metrics) 
    # Note: xApp will unsubscribe all active subscriptions at exit. 
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