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Executive summary 
The present document incorporates detailed descriptions of the novel NANCY Blockchain Radio Access 
Network (B-RAN) architecture design and its individual components. The primary objectives of the 
deliverable are to define the fundamental concepts and components of the NANCY architecture, its 
building blocks, and key innovations. 

The information presented in this deliverable will lay the foundation for the tasks in Work Package 3 - 
“NANCY Architecture & Orchestration”, Work Package 4 – “Dynamic Resource Management & Smart 
Pricing” and Work Package 5 – “Security, Privacy, and Trust Mechanisms”. The document first provides 
a detailed overview of the Beyond Fifth Generation (B5G) architecture based on an existing Open-RAN 
(O-RAN) baseline and performs a gap analysis relative to B5G/6G objectives. Based on the gap analysis, 
it then provides details of the novel secure, and intelligent NANCY platform architecture, leveraging 
the advancements in Artificial Intelligence (AI) and blockchain technology, High-Level Network 
Architecture, B-RAN Architecture, and Orchestration Architecture. The report also discusses the 15 
results (R1-R15) of the Description of Action (DOA), which individually address the defined gaps in 
energy efficiency, security, and intelligence identified in the baseline O-RAN architecture. 
Furthermore, it provides guidelines for each result (R1-R15) for refinement and redesign of the O-RAN 
components to improve and enhance the NANCY architecture. The document also provides detailed 
schematics of the main functionalities to support the development of the in-lab testbeds from Tasks 
6.5 - “Greek in-lab testbed” and 6.7 - “Italian in-lab testbed. 

To sum up, this deliverable is essential for the development of the O-RAN based NANCY architecture 
and its novel components. It goes into extensive detail about the gap analysis of the current O-RAN 
architecture and outlines the roadmap for a novel, secure, and intelligent architecture, that capitalizes 
on the latest advancements in Artificial Intelligence (AI) and blockchain technology.  
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1. Introduction 
The NANCY project aims to enable personalised, multi-tenant, and perpetual protection wireless 
networking by introducing a secure and intelligent architecture for the (B5G) wireless network. 
Leveraging AI and Blockchain, NANCY enables secure and intelligent resource management, flexible 
networking, and orchestration. In this direction, novel architectures, namely point-to-point (P2P) 
connectivity for device-to-device connectivity, mesh networking, and relay-based communications, as 
well as protocols for medium access, mobility management, and resource allocation will be designed. 
These architectures and protocols will make the most by jointly optimizing the midhaul, and fronthaul. 
This is expected to enable truly distributed intelligence and transform the network to a low power 
computer. Likewise, by following a holistic optimization approach and leveraging the developments in 
blockchain, NANCY aims to support end-to-end (E2E) personalized, multi-tenant and perpetual 
protection. Finally, in order to accommodate the particularities of the new RAN that are generated due 
to the use of novel building blocks, such as blockchain, multi-access edge computing, and AI, a new 
experimentally verified network information theoretic framework will be presented. 

1.1. Purpose of the Deliverable 

The purpose of this deliverable is to provide the design of the NANCY architecture to achieve the aim 
of the project. Starting from an identified B5G architecture based on O-RAN (Section 2.2) and a gap 
analysis with respect to the B5G/6G objectives (Section 2.3) and in collaboration with other Work 
Packages (WP) (i.e., WP2, WP4, WP5, and WP6) we define the NANCY architecture and its views, 
particularly the NANCY Platform Architecture (Section 4.1), High-Level Network Architecture (Section 
4.2), B-RAN Architecture (Section 4.3) and the Orchestration Architecture (Section 4.4). The gap 
analysis identified architectural gaps with respect to the baseline O-RAN architecture, gaps in terms of 
energy efficiency, security, and intelligence. Besides the gap identification, we also considered the 
fifteen results (R1-R15) proposed by NANCY as follows. First, we updated the SotA with respect to each 
result as general 5/6G progressed since the proposal was written. Then, we analyzed the purpose of 
the result and the aspects and components of the baseline O-RAN that need to be refined and 
redesigned from the perspective of that result, followed by a discussion related to how NANCY goes 
beyond the related state-of-art (SotA). Finally, we concluded the result analysis by considerations on 
the contribution of that result towards the realization of the NANCY architecture and presented the 
interconnection and dependences with other results.  

Finally, we have also included 5GPPP and non-5GPPP projects in our analysis in order to identify 
common architectural blocks and ensure that major innovations are also considered by NANCY. The 
report also provides the schematics of the main functionalities at a level of detail that can be used by 
WP6 tasks in order to develop the in lab testbeds.  
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1.2. Relation to other Deliverables 

This deliverable received the NANCY Requirements Analysis from D2.1 and is crucial in informing a 
number of technical tasks as follows. With respect to WP3, T3.2 relies also on D3.1 to deliver the 
common network functionalities (D3.2), T3.3 relies on it to deliver the AI-based orchestrator (D3.3), 
T3.4 relies on it to deliver the NANCY AI virtualiser (D3.4). With respect to WP4, T4.1 relies on it to 
deliver the Computational Offloading and Social-aware Caching (D4.1), T4.2 relies on it to deliver the 
Resource Elasticity Techniques (D4.2), T4.3 relies on it to deliver the Trustworthy grant/cell-free 
Cooperative Access Mechanisms (D4.3), T4.4 relies on it to deliver the Semantic & goal oriented 
communication schemes for beyond Shannon performance (D4.4), T4.5  relies on it to deliver the Smart 
Pricing Policies (D4.5). With respect to WP5, T5.1 relies on it to deliver the Quantum Key Distribution 
Mechanisms (D5.1), T5.2 and T5.3 rely on it to deliver the NANCY Security and Privacy Blockchain-
based Mechanisms (D5.2), T5.4 relies on it to deliver the Self-healing and Self-recovery Mechanisms 
(D5.3), T5.5 relies on it to deliver the NANCY Explainable AI Toolbox (D5.4). With respect to WP6, T6.1 
relies on it to deliver the NANCY Integrated System – Initial Version (D6.2). 

 
1.3. Structure of the Deliverable 

This deliverable is structured as follows. Section 1 provides a brief introduction, Section 2 discusses 
fundamental concepts of the architecture and provides a gap analysis with respect to O-RAN. Section 
3 discusses the NANCY innovations, respectively how the fifteen results go beyond the SotA and realize 
the required functionality to fill the identified gaps. Section 4 discusses in detail the overall architecture 
while Sections 5 and 6 discuss the requirements for the in-lab testbeds and outdoor testbeds 
respectively. Finally, Section 7 concludes the report. 



D3.1 – NANCY Architecture Design 
 

 
16 

 

2. Fundamental Concepts and Components of the NANCY 
Architecture 

Recently, blockchain has been recognized as a disruptive innovation shockwave [1], [2] Federal 
Communications Commission (FCC) has suggested that blockchain may be integrated into wireless 
communications for the next-generation network (NGN) in the Mobile World Congress 2018 [3]. In the 
same direction, the new concept of B-RAN was formally proposed and defined. In a nutshell, B-RAN is 
a decentralized and secure wireless access paradigm that leverages the principle of blockchain to 
multiple trustless networks into a larger shared network and benefits multiple parties from positive 
network effects. In more detail, B-RAN can drastically improve the network throughput via cross-
network sharing and offloading [4]. Furthermore, the positive network effect can help B-RAN recruit 
and attract more players, including network operators, spectrum owners, infrastructure 
manufacturers, and service clients alike. The subsequent expansion of such a shared network platform 
would make the network platform more valuable, thereby generating a positive feedback loop. In time, 
a vast number of individual access points (APs) can be organized into B-RAN and commodified to form 
a sizable and ubiquitous wireless network, which can significantly improve the utility of spectra and 
infrastructures. In practice, the rights, responsibilities, and obligations of each participant in B-RAN can 
be flexibly codified as smart contracts executed by blockchain.   

Considerable research effort was put into leveraging Blockchain in networks. Most published works 
[5], [6] and projects [7], [8] focus on the internet of things (IoT). There is also some work in cloud/edge 
computing [9], [10], wireless sensor networks [11], and other consensus mechanisms [9], [12]. 
However, only a few papers considered the future integration of blockchain in wireless 
communications. Weiss et al. discussed several potentials of blockchain in spectrum management [13]. 
Kuo et al. summarized some critical issues when applying blockchain to wireless networks and pointed 
out the versatility of blockchain [14]. Pascale et al. adopted smart contracts as an enabler to achieve 
service level agreement (SLA) for access [15]. Kotobi et al. proposed a secure blockchain verification 
protocol associated with virtual currency to enable spectrum sharing [16]. Finally, an early prototype 
to demonstrate the functionality of B-RAN was developed [17]. 

Bringing to fruition the notion of AI-aided blockchain wireless radio access beyond 5G networks calls 
for a flexible, scalable, and powerful ML-based orchestration framework, novel blockchain and attack 
models, a revolutionary network information theory approach, and the design of cutting-edge 
technology components. These include NFs for enabling common network functionalities, blockchain 
and cell-free radio access mechanisms, AI-based resource and network orchestration, distributed and 
decentralized blockchain approaches supported by MEC, and proactive self-recovery and self-healing 
mechanisms, as well as devising a suitable experimental-driven performance evaluation framework 
defined by the appropriately selected usage scenarios and relevant metrics. Additionally, NANCY will 
identify the critical technology gaps and invent, optimize, demonstrate, and assess the key enablers 
for the B5G RAN. In more detail, the NANCY approach is built upon three well-defined pillars:     

• Pillar I: Distributed and self-evolving B-RAN for dynamic scalability, high-security, and privacy in a 
heterogeneous environment, by means of distributed and decentralized blockchain, PQC, as well as 
cell-free radio access mechanisms designs, in order to significantly improve the radio resource usage 
by introducing novel strategies for range/service expansion, supporting of novel use cases and killer 
apps, and exploiting the underutilized spectrum.  
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• Pillar II: Towards the Pareto-optimal AI-based wireless RAN orchestration that maximizes energy 
efficiency and trustworthiness, supports ultra-high availability and applications with diverse 
requirements, optimizes network topology and management, enables device collaboration as well 
as collaborative sensing perspective, allows system and network level AI models reproducibility and 
explainability, and transforms B5G RANs into intelligent platforms; thus, opening new service models 
to telecom/ISP and individual providers.  

• Pillar III: Distributed MEC for “almost-zero latency” and high-computational capabilities at the 
edge, where the data are generated, by means of social-aware data and AI models caching and task 
offloading in order to transform the B5G verticals into intelligent and real-time flexible and reliable 
platforms. 

2.1. NANCY high-level architecture 

The aforementioned pillars represent the key building blocks of the NANCY architecture, which are 
jointly optimized and combined in order to successfully create a fully adaptive distributed network 
with high reliability, security, and trustworthiness. To realize this vision, NANCY utilizes the high-level 
architecture depicted in Figure 1. The architecture consists of three planes, namely: cloud, edge, and 
user.  

 
Figure 1 NANCY high-level architecture 

 

Plane 1: Cloud plane 
Several servers are equipped with strong computation, caching, and processing capabilities at the 
cloud plane. With a global view, this layer can leverage advanced techniques, such as data mining and 
big data to make a network-level orchestration shifting from reactive network operation to proactive 
network operation, by predicting some events or pre-allocating some resources. Thanks to the high-
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computing capability and sufficient caching resources, cloud servers can process delay-tolerant 
applications and store content with large size or less popularity. Further, there is a central authority in 
the cloud plane. The central authority is equipped with tamper-resistant hardware, and it manages the 
security parameters and keys of all entities.  

Plane 2: Edge plane 
Nearby network infrastructures are geo-distributed at the network edge and equipped with MEC 
servers and blockchain. Network infrastructures can provide radio interfaces for mobile devices and 
vehicles to achieve seamless coverage and instant wireless communication. MEC servers, with 
computational resources, caching resources, and AI functionalities, can intelligently distribute the 
computational load and provide caching functionalities to support computation-intensive and delay-
sensitive applications. In this plane, blockchain records all transactions generated in the wireless 
network and maintains a distributed ledger to increase the security and privacy of the wireless 
ecosystem. The transactions can be spectrum sharing between different providers, 
computation/caching resource allocation, energy, and storage trading, and so on.  

To make a programmable, flexible, and elastic mobile edge plane, network functions virtualization and 
software-defined network technologies assisted by well-defined AI-mechanisms are deployed. Since 
network functions virtualization can abstract physical resources and establish virtual machines, the 
edge plane can ignore the difference in terms of vendor and protocol, and realize fast function 
deployment by creating, migrating, and destroying the virtual machines among distributed edge 
entities. Software-defined networking (SDN) can decouple network control and management 
functions from data forwarding such that the edge plane can apply dynamic resource management 
and intelligent service orchestration. Finally, this level supports anomaly detection and self-healing 
mechanisms.  

Plane 3: User plane 
In the user plane, the end-user and service provider reach an agreement on the contract terms, such 
as payment and resource/computational assets. These terms are explicitly recorded in a smart contract 
authorized by the digital signatures of the clients. The smart contract is committed to the mining 
network, and verified by miners to determine if the end-user has a sufficient credit balance to pay the 
service provider and if the service provider has enough available resources. If the contract conditions 
are satisfied, the verified contracts are aggregated to create a new block, which is then added to the 
existing blockchain. After several verifying blocks are built on top of it, the new pending block will be 
accepted into the main chain. The end-user will be granted time-limited access to the spectrum assets, 
and the service provider will automatically receive the payment for the access from the end-user. The 
blockchain in B-RAN can organize a large cooperative network and protect participants’ benefits. The 
end-user’s interests and the service provider’s rights are enforced by the smart contracts, thereby 
establishing trust between an initially trustless service provider and the end-user.  

NANCY Blockchain toolbox 
To enhance flexibility, adaptability and programmability, NANCY architecture is further complemented 
with the blockchain toolbox. This toolbox is a combination of cloud-enabled protocol stack, privacy, 
security, and resilience as well as network elasticity and resource allocation functions. An AI-based 
mechanism allows the optimization of the B-RAN operation by choosing the optimal location to 
execute each blockchain-based functionality and selecting from the blockchain toolbox the most 
appropriate implementation for each case. The AI-based B-RAN orchestrator enables the flexible 
configuration and controlling of the B-RAN’s NFs through programmable interfaces and distributed 
controllers as well as the establishment of the appropriate network topology for each use case.  
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2.2. O-RAN 

The effective management and optimization of contemporary network systems necessitate the 
implementation of solutions that facilitate the opening of the RAN, which facilitates the disclosure of 
data and analytics, thereby enabling data-centric optimization, closed-loop control, and automation 
[18]. Presently, the methodologies employed in cellular networking are not entirely transparent and 
RAN components are characterized as monolithic entities, comprehensive solutions that execute all 
layers of the cellular protocol stack. These components are supplied by a restricted group of vendors 
and are perceived by operators as opaque systems. The utilization of black-box solutions has led to 
certain drawbacks in the RAN such as restricted reconfigurability of equipment, which cannot be fine-
tuned to cater to diverse deployments and varying traffic profiles. Additionally, there is limited 
coordination among network nodes, which hinders joint optimization and control of RAN components 
[19]. Furthermore, operators are faced with vendor lock-in, which limits their ability to deploy and 
interface RAN equipment from multiple vendors. In light of these conditions, the task of achieving 
optimized radio resource management and effective spectrum utilization through real-time adaptation 
presents significant challenges.  

In recent years, various research and standardization efforts have advocated for Open RAN as a 
prospective solution to address the aforementioned constraints and establish a new framework for 
the future of RAN. O-RAN implementations are founded on the principles of component 
disaggregation, virtualization, and software-based architecture [20]. These components are linked 
through open and clearly defined interfaces and are designed to be interoperable across various 
vendors. The exploitation of disaggregation and virtualization facilitates adaptable implementations, 
grounded on cloud-native fundamentals, which enhances the robustness and adaptability of the RAN. 
The utilization of open and interoperable interfaces facilitates the process of integrating various 
equipment vendors, thereby promoting the inclusivity of smaller players within the RAN ecosystem. 
Ultimately, the integration of intelligent, data-driven closed-loop control for the RAN is made possible 
through the utilization of open interfaces and software-defined protocol stacks. 

2.2.1. O-RAN implementation 

The concept of O-RAN is founded on extensive research conducted over a period of several years on 
open access and programable networks. The openness and programmability principles have been the 
focal point of the SDN revolution in wired networks over the last decade and a half. More recently, 
these principles have begun to permeate the wireless domain. The xRAN Forum, which is spearheaded 
by operators, has put forth a proposal for a standardized fronthaul interface and has also introduced 
the concept of open and standardized interfaces for the integration of external controllers in the RAN 
[21]. Simultaneously, the Cloud RAN (C-RAN) structure, which has been advocated by the operator-led 
C-RAN Alliance, has surfaced as a viable option to centralize the majority of the baseband processing 
for the RAN in virtualized cloud data centres [22]. These data centres are connected to remote radio 
units via high-speed fronthaul interfaces. C-RAN technology has facilitated the implementation of 
advanced signal processing and load balancing methods by utilizing centralized data and control paths, 
while simultaneously reducing expenses through the multiplexing of computational resources. The O-
RAN Alliance was established in 2018 as a result of the collaboration between the two aforementioned 
initiatives with a primary objective to define and ultimately establish a standardized architecture and 
interface framework that can facilitate the implementation of an O-RAN [4]. Within a span of four 
years, the O-RAN Alliance has experienced a significant expansion, with its membership and 
contributors surpassing the 300 marks, while it is anticipated that its specifications will be responsible 
for generating 50% of RAN-based revenues by 2028 [23].  
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NANCY will adopt the basic architecture of the O-RAN Alliance, which expands upon the 3GPP NR 7.2 
split employed in base stations [24]. The aforementioned approach involves the decomposition of base 
station functionalities into three distinct units, namely the Central Unit (CU), the Distributed Unit (DU), 
and the Radio Unit (RU). Furthermore, O-RAN establishes a connection between intelligent controllers 
via open interfaces, facilitating the transmission of telemetry data from the RAN and enabling the 
deployment of control actions and policies. The O-RAN framework comprises two RAN Intelligent 
Controllers (RICs) that execute network management and control operations at near-real-time and 
non-real-time time scales [19]. The O-RAN Alliance is currently in the process of establishing a 
virtualization platform for the RAN, while simultaneously broadening the scope of 3GPP and eCPRI 
interfaces to facilitate the interconnection of RAN nodes.  

Over the course of the last several years, a number of open-source cellular systems designed for 5G 
Standalone (SA) have emerged. The research community will have the opportunity to work together 
with industry professionals on real-world trials via the use of these platforms, which will also help 
advance efforts toward the standardization and optimization of 5G SA technology. srsRAN, 
OpenAirInterface, and UERANSIM are three notable 5G RAN initiatives that have garnered a lot of 
attention from the scientific community in recent years. A particular subset of Release 16 of the 3GPP 
standard has been included in both srsRAN and OpenAirInterface as a result of their respective 
development processes. UERANSIM, on the other hand, only uses radio protocols from Layer 3, notably 
the Radio Resource Control (RRC) and Non-Access Stratum (NAS) layers, which comes in contrast to 
the other initiatives. In more detail, it does not contain Layer 2, which encompasses the Medium 
Access Control (MAC), Radio Link Control (RLC), and Packet Data Convergence Protocol (PDCP) levels 
of the RAN protocol stack. Nor does it cover Layer 1, which refers to the physical layer. Based on the 
above, the most promising implementations for NANCY are srsRAN and OpenAirInterface since both 
of these solutions provide a thorough implementation of the whole protocol stack and are aligned with 
the standards and specifications established by 3GPP for 5G networks. 

The numerical representation of sub-carrier bandwidth, the number of channels available, and the 
presence or absence of accompanying documentation are the three key areas in which srsRAN and 
OpenAirInterface diverge significantly from one another. Increased versatility in the distribution of 
sub-carrier bandwidth is made possible with the deployment of OpenAirInterface. This increased 
flexibility makes it possible to minimize latency and makes it easier to provide support for higher-
frequency bands, especially in the context of bigger bandwidths like the mmWave spectrum. It also 
leverages the ability to provide support for higher-bandwidths. OpenAirInterface has the potential to 
handle both Single-Input Single-Output (SISO) channels as well as Multiple-Input Multiple-Output 
(MIMO) channels, while srsRAN can only operate with single-input single-output (SISO) antenna 
configurations. Despite the fact that OpenAirInterface has a better degree of maturity with respect to 
its variety of capabilities, srsRAN offers more comprehensive documentation and community support, 
which allows for a deployment procedure that is more easily simplified. NANCY will employ srsRAN as 
an initial step towards the investigation and advancement of 5G network research based on the 
rationales that were presented earlier in this paragraph.  
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2.2.2. Building blocks 

In general, it is feasible to discern four fundamental principles pertaining to the O-RAN in both scientific 
literature and technical implementations. These elements encompass disaggregation, intelligent 
controllers, virtualization, and open interfaces [25]. 

Disaggregation 
The process of RAN disaggregation involves the separation of base stations into distinct functional 
components. This approach effectively incorporates and expands upon the functional disaggregation 
framework initially introduced by 3GPP for the gNodeB (gNB) [26]. The gNB architecture comprises 
three distinct components, namely the CU, DU, and RU, which are respectively referred to as O-CU, O-
DU, and O-RU in O-RAN specifications. The CU is partitioned into two distinct and interdependent 
modules, namely the Control Plane (CP) and the User Plane (UP). The aforementioned logical 
partitioning enables the deployment of distinct functionalities across diverse network locations and 
hardware platforms. As indicated in prior literature, it is feasible to virtualize CUs and DUs on white 
box servers situated at the edge, with certain physical layer functionalities being hardware-accelerated 
[27]. Conversely, RUs are typically realized on Application-specific Integrated Circuits (ASICs) or Field 
Programmable Gate Arrays (FPGAs) boards, while they are positioned in close proximity to RF 
antennas.  

The O-RAN Alliance conducted an assessment of the various RU/DU split options put forth by the 3GPP, 
with a particular focus on potential alternatives for the physical layer split between the RU and the DU 
[24]. The 7.2x split has been chosen to strike an optimal balance between the RU's simplicity and the 
interface's data rates and latency demands between the RU and DU. The RU in split 7.2x executes time-
domain operations, including cyclic prefix addition/removal, Fast Fourier Transform (FFT), precoding, 
and RF operations, resulting in a cost-effective and straightforward deployment. The remaining 
functionalities of the physical layer, as well as those of the MAC and radio link control (RLC) layers [28, 
29, 30], are handled by the DU. This includes tasks such as modulation, scrambling, layer mapping, 
partially precoding, and mapping into physical resource blocks. Typically, the MAC layer produces 
transport blocks (TBs) for the physical layer by utilizing the data that is buffered at the RLC layer, 
indicating that the operations of these three layers are closely coordinated. The CU units, namely CP 
and UP, are responsible for implementing the upper layers of the 3GPP stack. These layers include the 
radio resource control (RRC) layer, which oversees the connection's life cycle, the service data 
adaptation protocol (SDAP) layer, which manages the Quality of Service (QoS) of the traffic flows or 
bearers, and the packet data convergence protocol (PDCP) layer, which handles tasks such as packet 
duplication, reordering, or encryption for the air interface [31, 32, 33]. 

Intelligent controllers 
The RICs constitute the second innovation, featuring configurable elements capable of executing 
optimization algorithms with closed-loop control and coordinating the RAN. The O-RAN vision 
encompasses two logical controllers that possess an abstract and centralized perspective of the 
network. This is facilitated by data pipelines that stream and aggregate numerous metrics pertaining 
to the network infrastructure's status, such as the number of users, load, throughput, and resource 
utilization. Furthermore, these controllers receive supplementary contextual information from sources 
beyond the RAN. The two RICs may utilize ML algorithms to process the data, with the aim of 
determining and implementing control policies and actions on the RAN. This approach entails the 
implementation of data-centric, self-regulating mechanisms that can efficiently enhance various 
network functionalities such as network and RAN segmentation, distribution of workload, seamless 
transfer of connections, and scheduling protocols, among other features [19]. The O-RAN Alliance has 
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formulated specifications for two types of RICs, namely a non-real-time (non-RT) RIC that interfaces 
with the network orchestrator and functions on a time scale exceeding 1 s, and a near-real-time (near-
RT) RIC that handles control loops with RAN nodes on a time scale ranging from 10 ms to 1 s. 

The non-RT RIC is a component of the Service Management and Orchestration (SMO) framework which 
utilizes the non-RT control loop to offer direction, supplementary data, and administration of AI 
models for the near-RT RIC [34]. Furthermore, the non-RT RIC has the potential to impact the SMO 
operations since it governs all the constituents of the O-RAN framework that are linked to the SMO in 
an indirect manner. Consequently, the non-RT RIC can make decisions and enforce policies that have 
a far-reaching impact on numerous devices. The issue at hand involves scalability challenges that 
necessitate the implementation of effective process and software design solutions. 

The near-RT RIC is deployed at the network's edge, where it interacts with the DUs and CUs in the RAN, 
as well as with the LTE evolved Node Bases (eNBs) that comply with the legacy O-RAN standards [35]. 
The near-RT RIC is commonly linked with numerous RAN nodes, thereby enabling the near-RT closed-
loop control to impact the QoS of a significant number of UEs. Moreover, the near-RT RIC comprises a 
variety of applications that facilitate personalized logic, commonly referred to as xApps, and the 
essential services that enable the execution of the xApps. An xApp refers to a microservice that is 
designed to facilitate radio resource management via dedicated interfaces and service models. The 
system obtains information from the RAN, such as user, cell, or slice KPIs and it may perform necessary 
computations and transmit control actions in response. The near-RT RIC is equipped with several 
components that facilitate the operation of xApps. These include a shared data layer in the form of a 
database that contains information on the RAN, such as a list of connected RAN nodes and users. 
Additionally, the platform features a messaging infrastructure that enables communication between 
different components and supports the subscription of RAN elements to xApps. The platform also 
includes terminations for open interfaces and APIs, as well as conflict resolution mechanisms that 
enable the orchestration of control of the same RAN function by multiple xApps.  

A limitation of the current O-RAN implementations involves loops that function in the real-time 
domain, specifically below 10 ms, to facilitate radio resource management at the RAN node level. 
Additionally, these loops operate below 1 ms for device management and optimization. Real-time 
control encompasses various applications such as scheduling, beam management, and feedback-free 
detection of physical layer parameters such as modulation, coding scheme and interference 
recognition [36]. The loops in question exhibit a restricted scope with respect to the devices that are 
being optimized and are not presently integrated into the O-RAN architecture.  

Virtualization 
The O-RAN architecture incorporates a third principle that entails the inclusion of supplementary 
components aimed at managing and optimizing network infrastructure and operations. These 
components cover a wide range of systems, from edge systems to virtualization platforms and can be 
implemented on a hybrid cloud-based computing infrastructure known as O-Cloud [25]. The O-Cloud 
refers to a collection of computing resources and virtualization infrastructure that are consolidated in 
one or more physical datacentres. It integrates tangible nodes and software elements (such as the 
operating system and virtual machine hypervisors), as well as management and orchestration 
capabilities. This platform is specifically designed to cater to the virtualization paradigm of the O-RAN 
[37]. Benefits of utilizing this technology include the ability to facilitate hardware sharing among 
multiple tenants, establish uniform hardware capabilities for O-RAN infrastructure, automate the 
deployment and instantiation of RAN functionalities, as well as separate hardware and software 
components. 
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The O-RAN Alliance's Working Group 6 is engaged in the development of acceleration abstraction 
layers (AALs), which are hardware acceleration abstractions. These AALs establish shared APIs between 
specialized hardware-based logical processors and the O-RAN's software-defined infrastructure. This 
development aims to facilitate channel coding/decoding and forward error correction processes [38, 
39]. Such activities are also manifested in virtualized RAN implementations that are commercially 
hardware-accelerated and capable of fulfilling the demands of 3GPP NR use cases, such as ultra-
reliable and low-latency communications (URLLC) [40], on commercial hardware (i.e., NVIDIA [41], NEC 
[42], and Intel [43]) or FPGAs [44].  

It is anticipated that the virtualization of RAN components and O-RAN compute elements will yield 
cost savings and enhance power consumption optimization pertaining to the RAN. The utilization of 
virtualization enables the convenient and flexible adjustment of computational resources to meet user 
demands, thereby restricting energy consumption to the specific network functions that are essential 
[45]. The closed-loop control capabilities, as well as the virtualization in the RAN, facilitate the 
implementation of sophisticated and adaptable sleep cycles for the BSs and RF components. These 
components are typically responsible for most of the power consumption in cellular networks [46]. 

Open interfaces 
The O-RAN Alliance has recently unveiled technical specifications that delineate open and intra-RAN 
interfaces linking various components of the O-RAN architecture. The latter serves as a limited 
facilitator for the gNB disaggregated structure, which is nonetheless augmented by the O-RAN Open 
Fronthaul connecting the DU and the RU. The O-RAN interfaces serve to address the conventional RAN 
black box approach by providing data analytics and telemetry to the RICs. This facilitates various forms 
of control and automation actions, ranging from RAN control to virtualization and deployment 
optimization. 

In the absence of O-RAN, the management of radio resources and optimization of virtual/physical 
network functions would be limited and rigid. This would result in operators having restricted access 
to the equipment in their RAN or resorting to a customized approach. The process of standardizing 
interfaces is a crucial measure in eliminating vendor lock-in within the RAN. This involves facilitating 
the interaction between a near-RT RIC of one vendor and the base stations of another vendor, as well 
as promoting interoperability among CUs, DUs, and RUs from various manufacturers. This practice also 
promotes market competitiveness, innovation, expedited update and upgrade cycles, and facilitates 
the development and implementation of novel software-based elements within the RAN ecosystem 
[19].  

The E2 interface serves as a connection between the near-RT RIC and the RAN nodes, and is one of the 
interfaces that is specific to the O-RAN architecture. The RT loops are facilitated by E2, which achieves 
this through the transmission of telemetry from the RAN and the provisioning of control feedback from 
the near-RT RIC. Recently, the O-RAN alliance has started the specification of the Y1 interface to expose 
RAN analytics produced at the near-RT RIC and xApps to external components such as the SMO, the 
non-RT RIC, the 5G Core NFs or the Radio Network Information Service (RNIS) in MEC architectures. 
The A1 interface establishes a connection between the near-RT RIC and the non-RT RIC, thereby 
facilitating the implementation of policy, guidance, and intelligent models in the near-RT RIC via a non-
RT control loop. The non-RT RIC serves the function of concluding the O1 interface, which establishes 
a connection with all other RAN components to manage and coordinate network operations. The non-
RT RIC and the SMO interface with the O-RAN O-Cloud via the O2 interface. rApps hosted in the non-
RT RIC have access to non-RT RIC and SMO functionalities and interfaces through the R1 interface, 
which also allows to expose and share rApp services. Additionally, the O-RAN Fronthaul interface 
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establishes connectivity between DUs and RUs. The O-RAN Alliance has established a series of specific 
and clearly delineated examinations to encourage compatibility among diverse interface 
implementations, prioritizing the fronthaul interface and E2 in its preliminary efforts.  

The O-RAN architecture can be implemented through the utilization of open interfaces, allowing for 
the selection of various network locations (such as cloud, edge, and cell sites) for distinct equipment 
components. Multiple configurations for this deployment have been detailed in recent research efforts 
with a common practice of placing the RICs in the cloud, the CUs and DUs at the edge, and the RU on 
cell sites [47]. Alternative deployment strategies that involve co-locating the RICs and RAN nodes may 
be viable for the purpose of facilitating private and localized 5G networks. 

2.3. Gap analysis  

Although the fundamental principles and primary specifications for O-RAN have been formulated, 
allowing for the partial implementation of the use cases, numerous unresolved issues remain 
pertaining to standardization, development, and research. Given the openness of O-RAN sharing 
contexts, unique techniques are necessary to enable safe and reliable dynamic and real-time 
competitive O-RAN architectures.  

Architecture 
The O-RAN architecture is based on fundamental components such as the disaggregated RAN nodes, 
which consist of CUs, DUs, and RUs. Additionally, the architecture includes near-RT and non-RT RICs 
that host xApps and rApps, respectively. There exist several unresolved inquiries regarding the efficient 
implementation of this architecture, such as the optimal allocation of networking components 
between the edge and cloud networks, or the appropriate proportion of RAN nodes and RIC elements. 
Moreover, conducting additional research can facilitate the development of extensions to the O-RAN 
architecture for the purpose of accommodating 6G networks. For instance, the definition of dApps has 
the potential to facilitate instantaneous management of RAN nodes [48]. The integration of these 
elements with xApps facilitates the utilization of data that is not transferable for analysis from the RAN 
to the RICs, such as fine-grained channel estimation information or I/Q samples [49]. An additional 
expansion entails the amalgamation of the centralized regulation of the O-RAN framework with cell-
free cellular networks, which involves a variant of massive MIMO that employs distributed antennas 
and centralized processing. This integration offers assistance for synchronization across the diverse 
antenna endpoints [50]. Several researchers demonstrate that solutions beyond current static cellular-
based deployments can provide higher performance and throughput than these systems, being, e.g., 
Cell-Free systems, much more robust to shadow fading correlation [51]. In addition, the integration of 
Multi Radio Access Technology Nomadic Connectivity Providers (MRAT-NCPs) allows the optimal 
allocation of networking components, including RAN nodes and RIC elements to enable coverage 
expansion even to non-5G users. 

Energy efficiency 
The utilization of virtualization and closed-loop control mechanisms offer valuable foundational 
elements for the allocation of dynamic network functions, ultimately leading to the maximization of 
energy efficiency. Additional investigation is necessary to formulate orchestration procedures at the 
non-RT RIC and SMO that incorporate energy efficiency as a fundamental aspect of the optimization 
objective. Additionally, there is a need for the development of xApps and rApps that integrate control 
actions or policies that encompass energy efficiency targets. Efficient resource allocation with a focus 
on the DU provides a highly effective solution for minimizing energy consumption, while also allowing 
better management of bigger networks [52]. Recently, the O-RAN alliance has started the definition of 
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Energy Saving Use Cases which entail the utilization of rApps and xApps to optimize Energy efficiency 
through intelligently managing (i) carrier and cell switch on/off, (ii) RF channel reconfiguration, (iii) 
advanced sleep mode selection, and (iv) O-Cloud resource saving modes [52].  

Security 
O-RAN's level of openness expands the potential attack surface, yet concurrently facilitates novel 
techniques for network security. The enhanced observability of the RAN performance and telemetry, 
along with the ability to implement plug-in xApps and rApps for security analysis and threat 
identification, presents an opportunity to investigate innovative methods for fortifying and 
strengthening wireless networks. The advancement of security strategies that utilize O-RAN 
capabilities and enhance the reliability, durability, and accessibility of its implementations is a crucial 
measure in establishing O-RAN methodologies as a feasible and sustainable substitute for conventional 
RAN deployments. 

Intelligence 
Despite the ongoing specification of AI/ML workflows in O-RAN1, a number of challenges persist. 
Firstly, the collection of training and testing datasets that are both heterogeneous and representative 
of large-scale deployments. Secondly, the testing and refinement of data-driven solutions through 
online training without negatively impacting the production performance of RAN. Finally, the design 
of AI/ML algorithms that can effectively operate with real, unreliable input and can generalize to 
different deployment conditions.  

 

Figure 2 NANCY reference network architecture 

 

To help promote and build confidence in these new open markets, NANCY’s architecture, as depicted 
in Figure 2, will incorporate blockchain and smart contract technologies into O-RAN, which provide 
immutable and permanent records that can be audited by interested parties. The smart contract is 

 
1 https://docs.o-ran-sc.org/en/latest/projects.html#ai-ml-framework 
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used to explain the RAN user's needs and to enforce the service level agreement (SLA). In addition to 
the automation and network management efficiency offered by next-generation self-organizing 
networks (NG-SON) and O-RAN, blockchain eliminates the need for expensive intermediaries (e.g., 
banks, credit rating agencies) and provides unprecedented levels of transparency and trustworthiness, 
with the potential for significant cost savings. Furthermore, blockchain minimises the time it takes to 
reach agreements, allowing for true fluidity in RAN sharing. Operators dynamically sublease their 
resources to leverage existing infrastructure and allow other operators to enhance coverage and 
capacity using blockchain-enabled RAN sharing for 5G and beyond, where O-RAN is the basic 
architecture. Each operator is free to choose the best balance of capital investment and resource use 
at any time, not just when signing a RAN sharing contract or deploying a network. The democratisation 
and decentralisation of the telecom sector are enabled through dynamic resource trading, which 
allows for the creation of new competitive marketplaces with new players. 
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3. NANCY Enabling Innovations 
In the following section, we present a comprehensive overview of the 15 results aimed to be achieved 
by the NANCY project, each detailed in its own sub-subsection. These results are categorically divided 
into three distinct yet interconnected subsections. The first subsection, "Distributed and Self-evolving 
B-RAN for Dynamic Scalability, High-Security, and Privacy in a Heterogeneous Environment," focuses 
on advancements in novel NANCY B-RAN architecture, emphasizing dynamic scalability and enhanced 
security. The second, "Towards the Pareto-optimal AI-based Wireless RAN Orchestration that 
Maximizes Energy Efficiency and Trustworthiness," highlights our strides in AI-driven RAN 
orchestration, balancing energy efficiency with trustworthiness. Lastly, "Distributed MEC for 'Almost-
Zero Latency' and High-Computational Capabilities at the Edge, Where the Data are Generated," 
encapsulates the progress in edge computing, targeting minimal latency and robust computational 
power at the network's edge. Together, these sections paint a comprehensive picture of the NANCY 
project's groundbreaking aim at advancements for B5G networks. 

Each sub-section includes a description of the results expected to be delivered by NANCY. The 
subsections are structured in a way to present the state of the i) Technical advancements and 
innovations state-of-the-art at the date of writing,  ii) Positioning with respect to the gap analysis, iii) 
Technical advancements and innovations progress state-of-the-art, iv) Towards the realization of the 
NANCY architecture and v) Interconnection with other results. 

3.1. Distributed and self-evolving B-RAN for dynamic scalability, high-
security, and privacy in a heterogeneous environment 

3.1.1. [R1] B-RAN architecture 

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
In a recent study presented by Giupponi et al. [53], an integration of blockchain technology into RAN 
that enables Mobile operators and others to exchange RAN resources (e.g. infrastructure) in the form 
of VNFs autonomously and dynamically is introduced. Particularly, they define a novel O-RAN-based 
blockchain-enabled architecture that allows automating RAN sharing procedures through either 
auction or marketplace-based mechanisms. As a result of the proposed integration mobile networks 
will be more robust, trustworthy, wherein bringing confidence to O-RAN environments. In a 
complementary effort, a blockchain-enabled mutual authentication architecture for Open RAN was 
presented by Xu et al. [54]. In order to achieve secure and effective mutual authentication, the authors 
state that Blockchain Addresses (BC ADDs) issued from users' public keys are implemented. 
This distributed ledger approach, which offers a potential replacement for identity management in 
RAN without relying on third-party Certificate Authorities or Public Key Infrastructures, requires 
significantly fewer signaling steps and bytes for cryptographic operations than conventional 
techniques like Internet Key Exchange version 2 (IKEv2) and Transport Layer Security (TLS) 1.3. Using 
the blockchain-based RAN as a foundation, Velliangiri et al. [55] discussed a privacy-preserving 
framework of blockchain-enabled RAN for increased efficiency and enhanced security. The authors of 
this study simulated their system model in Hyperledger Fabric 1.2-based simulator, showing that the 
blockchain-enabled RAN achieves higher throughput and lower resource consumption compared to 
conventional RANs.   Especially in neglected rural areas, B-RAN (Blockchain-based Radio Access 
Network) architecture can improve greatly the performance and sustainability of 5G  
networks.  According to the authors of the study [56], a B-RAN architecture proposed by 
them operates on a consortium blockchain and has mobile network operators (MNOs) and local 
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communication nodes (LCNs) as network participants. The architecture's fundamental component is 
the innovative Proof-of-Connection (PoC) consensus algorithm, which incorporates the benefits of 
Proof-of-Authority (PoA) and Proof-of-Stake (PoS) processes to achieve improved effectiveness. The 
installation of specialized mining software on Network Management Systems (NMS) and strict node 
authentication are crucial components. Local digital asset staking is also necessary. The system's 
security and stability are guaranteed by participants' continuous monitoring of their own conduct to 
prevent any hostile actions.  

Purpose of the component development in view of gaps defined in 2.3 
B-RAN architecture is described as a proprietary way of coping with the challenges raised by the gap 
analysis in section 2.3. A route to increase O-RAN capabilities and handle the subtleties of 6G networks 
is provided by B-RAN architecture. Understanding the intricacies of B-RAN may improve O-RAN's 
flexibility in response to the specific requirements of 6G technology. Through tailored enhancements 
to the O-RAN architecture, this investigation enables 6G's network needs. Moreover, innovative 
techniques for network security can be made feasible by the incorporation of blockchain into RAN 
architecture. The architecture's objective is to improve rural areas' lack of connectivity while providing 
5G networks with ultra-reliable, low-latency communication. In the aforementioned example, full 
nodes control ledgers, supervise smart contracts, and host decentralized apps, whilst new nodes are 
liable for acquiring local digital assets and registering them for monitoring. Smaller LCNs might choose 
lightweight node roles that only store block headers to improve the effectiveness and integrity of the 
system. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
6G technology is anticipated to provide extremely high rates simultaneously with enhanced reliability 
and ubiquitous connectivity. In order to meet the advanced requirements and KPIs, mobile operators 
will need to deploy dense RANs able to serve millions of end users and mobile applications. In order to 
effectively address the challenges given by sophisticated requirements and KPIs as well as facilitate the 
growth of current networks to meet these demands, innovative approaches have subsequently 
emerged. 

The term Blockchain refers to "a chain of interconnected information blocks forming a public ledger 
file for recording a list of digital actions (e.g., transactions)". These digital actions enforced by 
Blockchain scripts, better known as smart contracts, are powered by these actions via two steps. 
Firstly, smart contracts carrying digital actions are organized into blocks and broadcast to the network. 
Then, network nodes, also known as miners, that maintain consensus approve the transactions by 
inspecting the digital signature and confirming its validity. These modes create a group of valid digital 
actions into a new block for attachment to the end of the Blockchain via a puzzle-solving procedure 
known as mining.  

Lately, Blockchain technology has emerged as a highly promising tool in designing scalable 
decentralized networks [57]. Blockchain can efficiently manage heterogeneous devices and 
infrastructures in 5G networks. Integrating Blockchain in RAN can be highly beneficial for operators 
due to its decentralized control mechanism that enables direct communications among users at the 
P2P level without intermediary agents, leading to lower costs and enhanced security. Blockchain 
mechanisms improve trust and privacy regarding large-scale, heterogeneous, and trustworthy wireless 
network deployment without centralized management, assisting virtual operators in integrating 
individually developed systems [58] [59]. Blockchain with its flexibility can be advantageous for 
dynamic network deployment in an operational environment having the ability to solve several issues 
related to trust and security in communication networks, by facilitating more efficient resource 
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sharing, boosting trusted data interaction, secure access control, and privacy protection, and providing 
tracing, certification and supervision functionalities for 5G and future 6G networks. 

Beyond cutting-edge studies that implement innovative blockchain-based radio access network (B-
RAN) concepts into practice are of the utmost significance in the continuously changing 
telecommunications sector. Improved data security, integrity, and other technological advancements 
that will ensure both the current and future state of telecommunications are urgently needed for the 
quickly evolving 5G/6G networks. The study presented by Giupponi et al. [60] proposed to adopt the 
Blockchain technology to enable RAN-as-a-service for future 5G/6G networks. In particular, they 
present a RAN as a service architecture scheme based on reverse auction mechanisms enabled by 
Blockchain and smart contracts technologies. Specifically, their architecture is based on two separate 
Blockchains supporting the aforementioned purpose. One public Blockchain (in order to achieve 
consensus) that records spontaneous service requests, implemented through smart contracts, for UEs 
that are not associated with current MNOs. Once the Blockchain registers the corresponding service 
delivery by operator or provider then the reverse auction mechanism is characterized as resolved. The 
second Blockchain is private and allows MNOs to exchange resources (spectrum, infrastructure) based 
on users’ activity. The transaction in this Blockchain determines MNOs behavior that requests 
resources based on users’ demand. 

Additionally, according to the study [17], it is imperative to concentrate on two crucial elements in 
order to advance the B-RAN architecture beyond its present state. First, dynamic confirmation control 
can enhance network security by constantly modifying the trade-off between latency and security to 
address any potential trust issues inside the miner network. Furthermore, combining quantum-
resistant encryption methods with trustless consensus procedures will improve security. The 
development of real-time Quality of Service (QoS) monitoring, blockchain-based reputation systems 
for Access Points (APs), smart contracts to dynamically control QoS, and decentralized auditors to 
publicly examine AP performance may also impact quality assurance. Together, these developments 
completely redefine B-RAN, promising greater security, robust service quality, and adaptability to 
cutting-edge technologies. 

Towards the realization of the NANCY architecture 
An important step towards further enhancing the NANCY architecture to successfully address the 
complex needs of 5G/6G networks is the integration of Blockchain technology into RAN architecture. 
5G/6G networks are expected to deliver a wide range of services across several vertical sectors, with 
quite diverse requirements in terms of speed, latency, and capacity requiring consequently a rapid 
allocation of resources and network orchestration. Moreover, they are going to be highly distributed 
requiring the usage of technologies such as cloud-edge computing, SDN, and NFV thus increasing their 
complexity.  

Some of the challenges posed by the aforementioned requirements can be addressed by incorporating 
a decentralized network like Blockchain in distributed networks like 5G/6G, delivering seamless 
services to end-users with transparency, security, and reliability.   

While specific implementations may vary, here are some basic components and concepts typically 
associated with B-RAN architecture:  

• RAN: The part of the mobile network responsible for connecting mobile devices to the core 
network infrastructure. It includes network elements such as base stations, antennas, and 
more. 
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• Blockchain: A distributed ledger technology that enables secure and transparent record-
keeping through a decentralized network of computers (nodes). It ensures immutability, 
transparency, and consensus among network participants. 

• Smart Contracts: Self-executing contracts stored on the Blockchain that automatically execute 
predefined actions when specific conditions are met. In the context of B-RAN, smart contracts 
can facilitate automated and secure interactions between network participants.  

• Nodes: These are the individual computers or devices that participate in the Blockchain 
network. Nodes maintain a copy of the Blockchain and contribute to the validation and 
verification of transactions. 

• Consensus Mechanism: A mechanism used by the Blockchain network to achieve agreement 
on the state of the Blockchain. Common consensus mechanisms include Proof of Work (PoW), 
Proof of Stake (PoS), and Practical Byzantine Fault Tolerance (PBFT). 

• Security and Privacy: B-RAN architecture aims to enhance security and privacy in the 
management and operation of mobile networks. Blockchain's decentralized and tamper-
resistant nature can provide protection against unauthorized access and data manipulation. 

 

Figure 3 A promising architecture of 6G embedded with B-RAN. [61]  

B-RAN can act as an open and unified framework for a variety of applications to achieve resource 
pooling and sharing across sectors and seems as attractive solution for emerging mobile networks. 
Currently, the technology has been applied in many use cases of distributed systems, such as content 
delivery networks [62] and smart grid systems [63]. The most essential element that guarantees data 
integrity in Blockchain is mining [64]. However, this process does not allow the participation of 
resource-limited nodes such as mobile devices, representing a significant challenge in Blockchain 
applications for mobile services. MEC (Mobile edge computing) architecture is used to meet the 
stringent low-latency requirements posed by 5G networks, becoming an auspicious solution for 
Blockchain RAN and applications. Moreover, it allows providers to deploy services at the edge of the 
network, enabling Blockchain deployment to support solving PoW puzzles, hashing, encryption 
algorithms, and possibly consensus. 

The anticipated benefits of B-RAN include improved network reliability, reduced operational costs, 
enhanced privacy and security, and finally increased trust among network elements.  
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Interconnections and dependencies with the other results 
B-RAN architecture [R1] is interconnected with the following results: [R2] Novel trustworthy grant/cell-
free cooperative access mechanisms, [R7] AI-based B-RAN orchestration with slicer instantiator, [R10] 
Experimentally-driven reinforcement learning optimization of B-RAN and [R14] A computational 
offloading mechanism with novel resource-aware/provision scaling mechanisms and novel battery as 
well as computational-capabilities aware and offloading policies. Specifically, based on the 
requirements of B-RAN architecture, [R2] integrates cooperative access mechanisms as a next step. 
Additionally, B-RAN architecture is interconnected with [R7], since AI-based B-RAN orchestration [R7] 
integrates a resource orchestrator between operators. Moreover, B-RAN architecture couples also 
with [R10] which provides the network organization details. Finally, B-RAN is interconnected 
significantly to [R14] since task offloading is one of the main parts related to the architectural 
realization of the NANCY project.   

3.1.2. [R2] Novel trustworthy grant/cell-free cooperative access mechanisms 

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
B5G is regarded as the next stage in the evolution of communication networks, and it is expected to 
improve wireless capabilities to unparalleled levels. B5G technology tries to efficiently use the radio 
frequency spectrum and extend coverage to previously inaccessible areas or users with power 
limitations for transmitting at sufficient power levels [65]. The radio frequency spectrum is a limited 
and congested resource, making its optimization crucial. Furthermore, expanding the coverage of 
wireless networks poses a significant challenge. The B5G paradigm proposes developing novel 
spectrum access techniques and innovative solutions for coverage extension, such as low-power 
infrastructures, unconventional propagation technologies, and energy-efficient devices [66]. 

Relay stations and cell-free access technology are innovative advancements in wireless communication 
systems. They improve coverage, capacity, and spectral efficiency by extending signal strength and 
eliminating the need for traditional cellular cells [67] . These technologies improve network capacity, 
reliability, and coverage, supporting emerging technologies and high-bandwidth applications. The 
latest advances in the field offer fast data rates, controlled latency, and improved user experience [68]. 

Since this research topic has captured the attention of both academia and industry, significant research 
work has been done. In [69], authors propose an architecture for multi-hop cellular networks, which 
needs minimal changes in the existing network elements and interfaces. They introduce a new node 
called Proxy eNB (P-eNB) in the Core Network, which enables the control of multiple Relay Nodes 
(RNs). The RNs automatically form a multi-hop network as they are plug-and-play devices. Most of the 
other research works are mainly an extension of the 3GPP architectures. For example, to support 
mobile relays, the architecture proposed in [70] needs two LTE/EPC networks: the first network 
manages the UEs, while the second one is deployed by the transport operator to manage mobile relays. 
Nonetheless, work in [71] focuses on a heterogeneous multi-hop complementarity between cellular 
long-range technologies using the Uu interface and short-range side-link (SL) technologies using PC5 
interface. Hence, there are two modes for SL resource selection; UEs in the first mode are within 
network coverage, so SL scheduling can be based on either dynamic or configured grant. However, in 
the second mode, UEs can operate without network coverage, which means they will autonomously 
handle SL radio resource management. 

Purpose of the component development in view of gaps defined in 2.3 
Regarding the gaps exposed in 2.3, cell-free access mechanisms aim to ensure the optimal positioning 
of RAN nodes, which enhances coverage and reliability of connections. This involves deploying multiple  
Multi Radio Access technology nomadic connectivity providers (MRAT-NCPs) throughout the service 
area to establish multi-hop networks when needed. Thanks to these mechanisms, UEs will be able to 
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move throughout the entire area while maintaining connectivity due to operator cooperation, thereby 
achieving greater network capacity. These multi-hop connections, enabled by strategically deployed 
MRAT-NCPs, ensure that data can hop from one node to another, achieving network reliability and 
extending coverage in challenging environments. Furthermore, the network infrastructure will provide 
radio interfaces for mobile devices and vehicles to achieve seamless coverage and wireless 
communication in areas where the fixed infrastructure does not provide acceptable connectivity.  

In order to handle these dynamic interactions among end-nodes, an exhaustive control and pricing 
system is required. The incorporation of blockchain systems and the use of smart pricing policies 
facilitate interoperability between operators. Furthermore, security and trust gaps identified in 2.3 are 
solved through immutable records, including authentication and authorization mechanisms that 
integrate the use of blockchain to guarantee data integrity. 

Smart pricing enables efficient resource management by establishing fees based on resource demand 
and availability, ensuring cost-effective allocation of network capacity to UEs from different networks. 
These processes are seamlessly done for the user, achieving a major quality of the user experience 
through collaboration between operators. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
Through the integration of cell-free access, multi-hop networking, and Relay Nodes (RN), NANCY aims 
to address common challenges encountered in traditional O-RAN (Open Radio Access Network) 
architectures. Special focus will be given to challenges related to the optimal allocation of networking 
components, including RAN nodes and RIC elements. Using cell-free access mechanisms as well as 
nomadic connectivity, providers can help address architectural challenges, since these mechanisms 
enable dynamic allocation of resources and flexible deployment of RAN nodes, improving resource 
sharing. Additionally, the integration of these mechanisms can improve synchronization of distributed 
RANs, since the flexibility of MRAT-NCPs allows the agile deployment of RAN nodes strategically based 
on the changing needs of xApps and network conditions. Thanks to the mobility nature of MRAT-NCP, 
operators can increase or decrease the number of RAN nodes dynamically or allocate resources to 
other purposes, always adapting to the current or predicted context. Therefore, enhancing the 
scalability of the system. 

Operators will collaborate with each other in order to enable UEs from one operator to connect to the 
MRAT-NCPs of another operator as required, therefore, UEs will be able to fluidly transition among 
different MRAT-NCPs, ensuring uninterrupted connectivity. Blockchain systems will be used to record 
transactions and agreements between operators, as well as to maintain secure authentication 
processes that guarantee data integrity and privacy. Furthermore, the integration of blockchain into 
the Radio Access Network (RAN) will allow the development of intelligent policies to regulate fees and 
resource sharing. 

Contribution towards the realization of the NANCY architecture 
NANCY's architecture will incorporate cell-free cooperative access mechanisms, using  MRAT-NCPs 
distributed across the service area. The aim of this technology is to address the efficient resource 
allocation challenges identified in the network architecture GAP Analysis. Within the NANCY 
framework, multi-hop networks will be implemented to facilitate data transmission through multiple 
MRAT-NCPs before reaching its destination. These  MRAT-NCPs serve a crucial role as signal amplifiers, 
improving network coverage, capacity and efficiency. This enhancement proves particularly valuable 
in scenarios where establishing a direct connection with the base station is unfeasible. Additionally, 
within multihop networks, traffic can be efficiently redirected to prevent congestion, ensuring optimal 
resource sharing and network performance. 
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NANCY will also focus on the struggle to provide sufficient coverage and latency gaps, which will be 
solved through the integration of multi-hop networks, allowing more efficient communication paths. 
Furthermore, UEs will be able to transmit data through multiple MRAT-NCPs, reducing latency issues 
that may impact real-time applications and user experience.  

Evolve into the major challenges of cell-free mechanisms access is the ability of user equipment (UE) 
to have unrestricted mobility, which can be addressed through cooperation among operators. This 
solution enables UEs to connect to operators they do not belong to. Consequently, it can achieve 
uninterrupted and seamless connectivity for the user. 

 

Figure 4 Connectivity through a MRAT-NCP 

 

Interconnections and dependencies with the other results 
The trustworthy grant/cell-free cooperative access mechanisms module is interconnected with the 
following results: [R1] B-RAN architecture, [R3] A novel security and privacy toolbox that contains 
lightweight consensus mechanisms, and decentralized blockchain components and [R6] Smart pricing 
policies. This module is interconnected to [R1] as it integrates cooperative access mechanisms such as 
relay nodes, taking into account the requirements of the B-RAN architecture. [R3] module provides 
privacy and ensures data integrity through the utilization of blockchain systems, which are used to 
record transactions and agreements between operators and to secure the authentication process for 
UEs and relay nodes. Finally, thanks to [R6] module, smart pricing policies are developed to regulate 
fees and optimize resource sharing within the network. 
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3.1.3. [R3] A novel security and privacy toolbox that contains lightweight consensus 
mechanisms, and decentralized blockchain components  

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
A blockchain ecosystem contains multiple components. There is usually a core blockchain software 
that consists of client software that is run by a number of peers, who participate in the network. These 
peers are usually called nodes, who all have a copy of the ledger. Consensus ensures that all 
participants share an identical copy of that ledger. Blockchain systems also feature the so-called wallet, 
which represents the client or end users. Overall, a blockchain wallet is a digital wallet that allows 
peers to store, manage, and trade their cryptocurrencies, and which charges dynamic fees depending 
on cost factors (e.g. transaction sizes and others). 

Just like any other software system, blockchains have different known vulnerabilities, depending on 
their public or federated nature, their consensus mechanisms, smart contracts platform, and other 
features. Very broadly, one could say that the more features the blockchain offers, the larger the attack 
surface becomes.  

One known vulnerability, most especially in public blockchains, is an eclipse attack. Eclipse attacks can 
derive into many different malicious effects for the blockchain, double spending, faking the current 
state, temporary loss of the ledger integrity of the attacked party by means of alternative history, 
delaying legitimate transaction or block times, and intercepting traffic that was originally directed to a 
legitimate destination.  

These attacks can originate from network vulnerability, but the efficiency with which they propagate 
and the time it takes the blockchain to recover (or not) from them, can be related to the consensus 
mechanism that is being used by the chain. The Proof-of-Work (PoW) mechanism, for instance, is based 
on solving a mathematical problem. Whichever node first solves the mathematical problem can then 
propose a block for validation and be rewarded with an asset (usually cryptocurrency); the more 
computational power, the more chances for that node to be rewarded. While it takes a considerable 
amount of resources to attack a PoW-based blockchain, it also can take an enormous amount of 
resources to retake control of the chain if attacked by a 51% attack.  

From a technical perspective [72] Byzantine fault tolerance (BFT) is a generic software technique used 
for ordering transactions on a distributed system even if a fraction of the nodes is controlled by a 
malicious adversary. A BFT-based blockchain is more resilient to eclipse or alternative history attacks 
but at the expense of lacking scalability.  

Vulnerabilities can also take place at the wallet level, where they would try to make the wallet software 
trust a wrong state or a wrong update by exploiting its limited knowledge and processing capability, or 
at the smart contract level, where they would exploit some unexpected behavior of the smart contract 
in some edge cases to gain advantage. Reentrancy attacks [73] leverage the state inconsistency that 
arises between the time funds are sent to the withdrawing party and the time the state of the smart 
contract is updated. By exploiting this discrepancy, the attacker is able to withdraw more than their 
original balance, hence stealing from the smart contract and the other users. 
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Purpose of the component development in view of gaps defined in 2.3 
Blockchain is a rather novel technology that is constantly improving. In the case of NANCY, we 
propose a new combination of blockchain components able to achieve:  

1. Higher security 

Permissioned blockchains are typically more secure than public (permissionless) blockchains since they 
run based on a known consortium, and peers can be legally linked to each other. Also, due to 
misbehavior being not anonymous, abuse can be easily connected to one or more identifiable nodes. 
Overall, a permissioned blockchain restricts access to only the consortium members and can limit 
certain rights for certain nodes in the chain. Malicious or fraudulent nodes can be excluded from the 
system, which can be done through the system’s governance, which is decided by the consortium 
members and who are responsible for e.g., issuing certificates to participate and granting/revoking 
rights for participation, as triggered by certain conditions.  

Some implementations, like Hyperledger Fabric, enable an additional layer of control called channels 
[74] [75]. A Hyperledger Fabric channel is a private “side chain” between two or more specific 
consortium members, for the purpose of conducting private and confidential transactions. Each 
transaction on the network is executed on a channel, where each party must be authenticated and 
authorized to transact on that channel. Each peer that joins a channel is authenticated by its 
organization’s certificate. 

Examples of permissioned blockchains are frequent in the supply chain and logistics industries. Some 
primary goals in supply chain management are better transparency, traceability, and auditability of 
materials and products across the chain [76]. These are no different from some of the key goals in the 
5G services supply chain of NANCY and are important for the stakeholders and end-users, but also for 
the blockchain itself since traceability and auditability are fundamental to sustaining security in the 
network.  

Additionally, there are also off-chain mechanisms that can help against certain attacks, like front 
running (see NANCY D2.2): for instance, using time-stamped ordering in the NANCY marketplace and 
contrasting such information with on-chain counters.  

2. Higher privacy 

Access control as regulated by gatekeepers in permissioned blockchains helps but does not necessarily 
guarantee user privacy. Other mechanisms for anonymity and unlinkability should be studied. 
Furthermore, other perspectives on the privacy term [75] should be analyzed and improved:  

- Transaction Data Privacy: Transactional activity of an entity such as a resource provider or 
consumer.  

- State Data Privacy: Chaincode and smart contract data that refers to what is being offered and 
purchased, which peers are buying, and under which conditions. 

Back to user privacy, the GDPR dimension should also be considered. Although public-private key 
encryption contributes to protecting confidentiality and ensuring pseudonymity-level of privacy for 
the users of the blockchain from the outside world, methods exist for linking individuals to public keys 
by analyzing blockchain transactions and other publicly available data. In particular, the GDPR [77] 
defines personal data broadly by setting a threshold for identification that is rather low, recognizing 
any means “reasonably likely to be used,” considering all objective factors, such as cost, time, and 
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available and anticipated technology. Hence, methods that improve such anonymity and unlinkability 
must be studied, and the use of SSI with a PQC-able wallet is an avenue worthy of investigation.  

3. Better performance 

Security and privacy cannot happen at the expense of performance, but what the current out-of-the-
box blockchain solutions offer might not be enough for a 5G services marketplace, for which the 
following features are mandatory:  

a. Lower latency preserving high throughput  
Hyperledger Fabric [74] is an open-source permissioned ledger that processes 
transactions in three steps, relying on two types of nodes: Peers for Execution and 
Validations and Orderers (EOV) to establish a total order of transactions. This EOV 
model removes the execution bottleneck of the Order-Execute (OE) model used, for 
instance, in Ethereum, but it also poses difficulties and risks like failed transactions 
that do not add to the successful transaction throughput (goodput).  
The latency of Hyperledger Fabric is currently dominated by cryptographic verification, 
and several optimizations exist, like FastFabric and XOX Fabric. By removing batching 
and applying further optimizations, Kuhring et al. [78] achieved a reduction in latency 
by two orders of magnitude. However, such solutions do not include the bottleneck 
that a large network would require to reach a Byzantine fault tolerant (BFT) ordering. 

b. Better scalability  
As previously mentioned, a BFT-based blockchain is more resilient to alternative 
history attacks but at the expense of lacking scalability. Scalability might not be so 
critical for a permissioned blockchain (i.e., a business blockchain, such as NANCY) 
when compared to latency or throughput, but still, there is room for improvement or, 
at least, analysis in this area. Relevant previous literature will be studied to help us 
design the NANCY blockchain, like Nasir et al. [79], Thakkar et al. [80] and Rüsch [81]. 

c. Lighter consensus mechanisms 
According to [82] from the Digiconomist’s research, almost 792 kWh of electrical 
energy is consumed to perform just one transaction in Bitcoin (which uses PoW 
consensus), and that equals 376 kg CO2 of carbon footprint, which is the same as 
Bolivia’s average electrical energy consumption per capita. Permissioned blockchains 
do not use PoW consensus mechanisms and hence are more efficient, especially in 
smaller devices like end-user terminals or IoT sensors/actuators. This improves their 
energy efficiency, which has stopped from being a mid- or long-term requirement, 
becoming an immediate necessity. Block size, block time (much dependent on the 
consensus mechanism), and number of transactions are important factors that must 
be optimized in NANCY to save processor, memory, network, and disk resources.   

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
NANCY proposes several innovations belonging to result R3. Firstly, a combination of anonymous 
credentials (Self-sovereign Identity (SSI) will be studied) within a blockchain environment. With SSI, 
users can manage their identity data and decide which information they want to disclose and to whom 
in order to maximize their privacy level. This contrasts with single sign-on schemes or centralized login 
services which reach lower levels of user privacy (and security). Open-source implementations for 
blockchain technologies will also be studied, with a focus on Hyperledger Fabric. Fabric features several 
characteristics that can turn into assets for NANCY’s blockchain, for instance [83]: 



D3.1 – NANCY Architecture Design 
 

 
37 

 

o Permissioned architecture 
o Pluggable consensus 
o Open smart contract model — flexibility to implement any desired solution model (account 

model, UTXO model, structured data, unstructured data, etc). Supports Turing complete smart 
contracts.  

o Flexible approach to data privacy: data isolation using ‘channels’, or share private data on a 
need-to-know basis using private data ‘collections’. 

o Multi-language smart contract support: Go, Java, Javascript. 
o Designed for continuous operations, including rolling upgrades and asymmetric version 

support. 
o Governance and versioning of smart contracts 
o Flexible endorsement model for achieving consensus across required organizations. 

A second area of innovation under R3 is the protection of smart contracts against attacks. Two 
common smart contract vulnerabilities are (1) lack of verification checks in the code or code which can 
lead to incorrect calculations (e.g., arithmetic overflows that make the smart contract malfunction) 
and (2) reentrancy attacks. In a reentrancy attack, a function in the original smart contract calls another 
external function in a second, untrusted contract. Then the untrusted contract that is being called 
makes a recursive call back to the original function in an attempt to e.g., drain the funds of the initial 
contract or simply delay its execution until it is meaningless. Mitigation measures that can be studied 
include static analysis, language-based security and runtime verification.  

Lightweight primitives for permissioned blockchain will be analyzed and proposed for NANCY, too.  

Lastly, NANCY will provide the users with a wallet that enables them to interact with the blockchain, 
but most interestingly, this wallet will feature post-quantum security (please see R5).  

Contributions of the result  towards the realization of the NANCY architecture 
The NANCY Blockchain is a fundamental element of the architecture. Before we present various 
statements that explain how this element interacts with others, let us explain three different roles that 
actors in NANCY may have within the Blockchain:  

1. The orderers that pack transactions into blocks and agree on the order of each block. 
2. The nodes/validators/peers/endorsers that store the full Blockchain, execute the smart 

contracts and serve information to the clients.  
3. The clients (or wallets) that transact on the blockchain through nodes. Here, nodes are used 

to fetch information for the clients and execute the clients’ transactions. 

In NANCY, devices are clients (and not nodes or orderers) and the term end-users is referred to clients 
as well. Service providers (i.e. network providers) provide nodes to access the Blockchain, while the 
orderers are handled by the Blockchain consortium in the background, transparent to end-users. 
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Figure 5 Key components of the NANCY architecture and their basic interactions with the Blockchain 

 

This is a high-level overview of the different interactions between the Blockchain and other elements:  

• All the NANCY devices that are either providers or consumers of resources will be authenticated 
and registered on the NANCY blockchain and hence will have access to the ledger.  

• End-users will authenticate onto the NANCY blockchain by using the PQC means that TDIS will 
provide (smart card). 

• The public part of the PQC credentials will be stored on the NANCY blockchain. 
• The SSI infrastructure that will be proposed should have a data registry that keeps cryptographic 

material for the SSI credentials. The NANCY blockchain can be used as the data registry.  
• All the NANCY devices that are either providers or consumers of resources will adopt one of the 

three roles as explained before (orderers, nodes or clients). For instance, an end-user device, 
once authenticated onto the Blockchain, will be able to consult prices and conditions as 
expressed in the Blockchain, by paging one of the nodes, and will be able to sign a transaction.  

• The Marketplace is a set of providers and consumers that exchange goods (resources and 
services) while maintaining authenticity, integrity and privacy. This exchange must be 
performed, as in the non-digital world, through a contract, which in the case of NANCY will be a 
smart contract. A connection between the Marketplace and the Blockchain must therefore exist. 

• During operation, the Smart Pricing module periodically updates the smart contract data. Thus, 
part of its logic must be connected to the Blockchain.  

Interconnections and dependencies with other results 
The main dependency is probably R5, which is the Post-Quantum Cryptography solution by partner 
TDIS, but other elements of the architecture are connected to the Blockchain in one way or another, 
as explained in the previous and following paragraphs.  

PQC will reinforce security for devices (end-users) connected to the NANCY Blockchain. And the 
Blockchain shall be equipped with a means to check transaction signatures coming from those devices.  
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3.1.4. [R4] Realistic blockchain and attacks models and an experimental validated B-RAN 
theoretical framework 

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
The foundation for the development of a secure, energy and spectral efficient wireless network, as 
well as the implementation of network optimizations, lies in the precise modeling of blockchain 
technology. In essence, blockchain plays a pivotal role in the establishment of a decentralized and self-
governed B-RAN architecture. In their study, the authors of [4] examined and analyzed a range of 
trade-offs encompassing the ideal choice of block size in relation to throughput, as well as the delicate 
balance between increasing security through multiple confirmations and minimizing delay. However, 
despite the formulation of optimization problems, an analytical solution for minimizing latency was 
not offered, primarily because there was a dearth of suitable theoretical models for the blockchain. 
The experimental findings shown in the same work underscore the significance of considering factors 
such as power consumption constraints of user equipment and the bottleneck associated with 
blockchain scalability. Driven by the aforementioned issues, the authors in [84] introduced an initial 
queuing-based model to analytically assess the balance between latency and security. One limitation 
of this model is its failure to consider the impact of decentralization on RANs, alongside various crucial 
factors including block length, energy consumption, bandwidth availability, and other significant 
mechanisms such as the diverse types of consensus mechanisms applicable in B-RANs. Recently, 
researchers have made progress in developing non-analytical models for alternative and practical 
techniques. For instance, in [17], a method was proposed that utilized Fast Smart Contract Deployment 
(FSCD) and Digitized Spectrum Assets (DSA) in a B-RAN system. The aim of this method was to decrease 
access delay and enhance spectral management.  

Purpose of the component redesign in view of GAP defined in 2.3 
It becomes evident that current research lacks the ability to quantify several B-RAN aspects including: 
(a) the influence of decentralization on RANs following the implementation of blockchain technology; 
(b) the balance between the degree of decentralization and various KPIs such as latency, throughput, 
and energy consumption; (c) the various consensus mechanisms employed; (iv) the risk of alternative 
history attacks; and (d) the inherent limitations associated with blockchain technology. By developing 
novel theoretical and AI-based techniques for modelling the B-RAN and its attacks, this result will 
enable the quantification and estimation of the performance of B-RAN. Towards the same direction, 
various design choices will be taken into account and their performance will be evaluated. 
Performance insights and equilibriums will be revealed, while design and performance optimization 
guidelines will be highlighted. The aforementioned outcomes of [R4] will aid in filling the architecture, 
energy efficiency, and security gaps identified in section 2.3. Finally, the developed AI models will 
increase the intelligence of the NANCY ecosystem.  

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
NANCY is driven by the aforementioned factors and aims to advance beyond the state-of-the-art by 
formulating a novel theoretical model that is experimentally validated. This model effectively 
incorporates the influence of decentralization in B-RANs, utilizing several mathematical frameworks 
such as Markov theory, random matrix theory, stochastic geometry, and machine learning techniques. 
This model will additionally consider various consensus techniques, sources of security vulnerabilities, 
potential attackers, and the inherent constraints of blockchain technology. It aims to identify the 
potential factors that have an influence on security and assess their respective impacts.  Expanding 
upon the aforementioned model, the theoretical framework will be presented in order to assess 
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performance, specifically in relation to throughput, energy consumption, computational cost, latency, 
and security. This framework will consider the network parameters and the degree of decentralization 
as key factors. Furthermore, NANCY aims to establish KPIs that are special to blockchain technology, 
which will effectively measure the transparency, immutability, and availability of the B-RAN system. 
These KPIs will be carefully developed and subjected to rigorous analytical evaluation. Put simply, the 
theoretical framework is anticipated to uncover intrinsic trade-offs between the networks and 
blockchain-specific KPIs, which will be utilized to enhance the performance of B-RANs.    

Contributions towards the realization of the NANCY architecture 
The result at hand involves addressing the significant challenge of comprehending the specific 
characteristics of the NANCY B-RAN architecture and the various forms of attacks it may encounter. 
This understanding is essential for both the theoretical evaluation and the enhancement of network 
performance. In order to advance in this particular path, NANCY will utilize both experimental 
measurements and modelling data. In this respect, a Markov-based model is employed to incorporate 
the essential attributes of B-RAN, including the birth and death of requests and blockchains, with 
greater elaboration. The utilization of stochastic geometry and random matrix theory will be employed 
to create a model that represents the dynamic resource and storage capacities of the network, as well 
as the physical attributes of the end-nodes. These attributes include the number of end-nodes, their 
spatial positioning, and the resources and capabilities of each node to function as a connectivity 
provider. Furthermore, this endeavour involves the identification and quantitative modelling of 
various sorts of attacks. In order to offer a manageable model that may provide valuable design and 
optimization guidance for B-RAN, as well as uncover the associated security and privacy vulnerabilities, 
a machine learning-based technique will be employed. During the initial stage of the project, the ML-
algorithm will undergo training using simulation results. Following the establishment of in-lab 
testbeds, the substitution of simulated data with experimental data will be undertaken to enhance the 
precision of the model. These constructed models will be utilized to quantitatively assess the attainable 
performance of the B-RAN in various environmental conditions. The evaluation of coverage probability 
and outage probability in an urban context will be conducted through the NANCY testbeds. The 
evaluation of performance at the network level will be conducted, and the resulting simulation and 
experimental outcomes obtained from NANCY will be presented and juxtaposed with the established 
theoretical framework. At the final stage of NANCY, the data obtained from the outdoor testbeds will 
be utilized to refine the models and validate their precision.  

Interconnections and dependencies with the other results 
The realistic blockchain and attacks models and experimental validated B-RAN theoretical framework 
receives the “Use Cases Descriptions, Network Requirements and Specifications as well as the 
Technology Enablers and KPIs Definitions” that will be delivered by D2.1. In addition, the two versions 
of the datasets developed in the Greek and Italian testbeds will provide the necessary information to 
perform the experimental evaluation of the models. This result will develop the theoretical framework 
that will provide insights into the performance that can be achieved by the B-RAN architecture [R1]. In 
addition to the analytical approaches, this result will utilize intelligent ones for estimating the 
performance of B-RAN. The developed models will be stored in the self-evolving AI model repository 
established within [R9]. Finally, the explainability of the intelligent models that will be developed in 
[R4] will be quantified through the explainable AI framework [R12]. 
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3.1.5. [R5] A novel quantum safety mechanisms to boost end-user privacy  

In quantum computing, the rules of quantum mechanics are exploited to process information in ways 
that are impossible on a conventional computer, thanks to the basic unit, the “qubit 2 , whose 
particularity is that it is in a superposition of 2 states at the same time, instead of being in a single 
state. This particularity can be used to define quantum algorithms that take advantage of this 
superposition property in order to improve the execution time and then execute these algorithms on 
quantum processors. 

Quantum computing would solve problems faster than conventional computing can do. For 
mathematical problems used in cryptography, quantum computing is expected to provide an 
exponential speed-up compared to conventional computing. 

To bring answers to such quantum computing threats, 2 major tracks are envisaged by the community. 

The first track being the Quantum Key Distribution (QKD), sometimes also called quantum 
cryptography, is a mechanism for agreeing on the encryption keys between remote parties, relying on 
the properties of quantum mechanics to ensure that the key has not been observed or tampered 
during transit. 

The second track being the Post-Quantum Cryptography (PQC), is the area of cryptography in which 
systems are studied under the new quantum computing assumptions. 

For some specific problems such as mathematical problems used in asymmetric cryptography, 
quantum computing is expected to provide an exponential speed-up compared to conventional 
computing. This means that the factorization of large composite numbers (on which RSA security is 
based) or the computation of discrete logarithm (on which DSA and ECDSA are based) would become 
feasible with the use of a quantum computer regardless of the sizes of the keys. 

A conservative approach regarding post-quantum symmetric cryptography is to double the key size 
(i.e., migrating from AES-128 to AES-256) and increase the digest size (i.e., migrating from SHA-256 to 
SHA-384). However, it seems quite clear from experts [85] [86] [87] that the Grover algorithm (which 
could theoretically be used to weaken the security of block ciphers and hash functions) will provide 
little or no advantage for attacking symmetric cryptography or hash functions. This means current 
applications can continue to use AES with key sizes 128, 192, or 256 bits (and equivalent symmetric or 
hash algorithms such as SHA-256, SHA-384 or SM4). 

A lot of organizations have started working on new asymmetric algorithms to replace RSA, DSA, ECDSA, 
DH. The most expected is NIST Project on PQC [88]. Third Round Candidate selection was announced 
in July 2022; these are the algorithms to be standardised (in grey the KEM algorithms for new Round 
4): 

Mechanisms Name Category Note 
Signature 
 Crystals-Dilithium Lattice Recommendation (strong security and 

excellent performance) 
 Falcon Lattice For use cases where Dilithium signature 

is too large 
 SPHINCS+ Hash Based on another category 

 
2 Qubit stands for quantum bit - a qubit is the quantum state that represents the smallest quantum information 
storage unit and can be viewed as the quantum analogous of a bit 

https://csrc.nist.gov/projects/post-quantum-cryptography
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KEM 
 Crystals-Kyber Lattice Recommendation 

(strong security and excellent 
performance) 

 BIKE Code Round 4 to be decided 
 HQC CodeLattice Round 4 to be decided 
 Classic McEliece Code Round 4 to be decided 

Table 1 - NIST PQC Selection from Round 3 

The targeted publication for the new standard on PQC signature and Public-Key Encryption/KEM 
algorithms is 2024. 

[R5a] Quantum Key Distribution  
Quantum communication is a subfield within the realm of quantum physics that investigates the 
transfer of quantum states or quantum information between one or more entities for specific 
objectives. Quantum communication lines and nodes, such as quantum repeaters and routers, 
collectively form what is known as a quantum network [89]. Quantum networks encompass a range of 
configurations, spanning from basic photonic devices with the capacity to manipulate and assess a 
single quantum bit (qubit) at a time, to extensive networked quantum computers.  Quantum networks 
serve as the fundamental components of the prospective quantum internet [90]. One notable 
distinction between a quantum network and a classical network lies in the inability to accurately 
predict information exchange by extrapolation based on classical models.  Within a quantum network, 
the process of obtaining information from a qubit necessitates a measurement. According to the 
principles of quantum physics, once a qubit is measured, it undergoes a collapse into a specific state, 
hence resulting in the loss of superposition and entanglement. Put simply, once a qubit is undergoing 
processing, it cannot be measured until a specific point in the calculation is reached, as dictated by the 
protocol governing the qubit. The various obstacles encountered have resulted in the predominant 
utilization of quantum communication in the realm of cryptography [91]. In this context, the principles 
of quantum mechanics are leveraged to safeguard data, particularly through the establishment of a 
shared secret key between mutually agreeable entities. This technique is commonly referred to as QKD 
and involves the transmission of a secret key across a quantum channel utilizing quantum particles, 
specifically photons. After the process of key sharing has been completed, the subsequent 
transmission of information is carried out exclusively over the classical channel. The categorization of 
quantum key distribution techniques is based on the detection technique necessary for retrieving the 
key information. Discrete-variable (DV) protocols and distributed phase reference (DPR) protocols are 
dependent on the utilization of information that is encoded on individual photons [92] . In the case of 
DV protocols, this information is encoded through the polarization of the photons, while in DPR 
protocols, it is encoded through either the phase or arrival timings of the photons. Consequently, both 
types of protocols necessitate the use of techniques for detecting single photons. Protocols involving 
continuous variables (CV) utilize coherent states to encode information about the quadrature of the 
quantized electromagnetic field. Consequently, homodyne or heterodyne detection techniques are 
employed in such scenarios. 

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
While blockchain is often regarded as secure, it is susceptible to assaults from quantum computers 
[93]. Multiple research efforts have concentrated on post-quantum blockchain solutions designed to 
enhance the security of the blockchain using post-quantum cryptography [94] [95] [96]. However, QKD 
shows great potential in addressing the unique obstacles that blockchain technology will encounter in 
the quantum age. The viability of implementing a quantum-resistant blockchain platform using QKD 
for authentication has been shown in an urban QKD network [97]. In addition, a framework for a 
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permissioned blockchain that is protected using quantum technology and relies on a digital signature 
technique based on QKD has been introduced in [98]. Hence, the integration of QKD networks with 
blockchain technology to provide a robust and impregnable blockchain platform has emerged as a 
stimulating area of study. 

Permissioned blockchain networks frequently handle substantial volumes of sensitive data. While the 
primary audience for this information may consist of other entities within the network, it is imperative 
to ensure the preservation of data confidentiality during its transmission. At present, the safeguarding 
of data secrecy relies on the implementation of conventional public-key cryptography systems. 
However, it is anticipated that these measures will be inadequate in countering potential 
eavesdropping threats posed by quantum-capable adversaries in the future.  

 QKD currently possesses a limited market share, although it is anticipated to experience exponential 
growth in the foreseeable future. The primary obstacles encountered thus far in the implementation 
of commercial QKD systems revolve around the intricate task of constructing robust and scalable 
devices capable of facilitating long-distance communication [99]. Due to this, it is advisable to maintain 
the connection length below 100 kilometers. Despite this limitation, QKD allows the circumvention of 
traditional secure repeaters for the purpose of storing and transmitting the keys between peers. This 
would indeed constitute not only a complication but also the most vulnerable aspect of the system in 
terms of security. The fronthaul emerges as the most suitable option for this trial due to its possession 
of all the necessary attributes and widespread architectural presence, hence enabling the optimization 
of benefits in terms of prices, power consumption, and dependability. The system operates effectively 
over short distances, necessitates the use of traffic encryption, utilizes coarse and dense wavelength 
division multiplexing (WDM) optical transport to enable a high density of logical channels on a single 
fiber, and minimizes the presence of active components (such as optical amplifiers) along the physical 
link to avoid compromising the integrity of the quantum signal. 

Purpose of the component development in view of gaps defined in 2.3 
The objective of this result is to explore the advancement of methods that utilize the principles of 
quantum mechanics to facilitate the secure sharing of a secret key between symmetric parties within 
the context of the B-RAN architecture. Specifically, innovative QKD mechanisms will be devised to 
effectively produce and exchange quantum keys using simulations and experiments. In this respect, 
[R5a] will focus on filling the architecture and security gaps identified in 2.3.  

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
In order to demonstrate the simulation of a Quantum Link for exchanging private keys between 
components within NANCY architecture, TECNALIA´s Quantum Key Distribution laboratory services will 
support functional mockups based on NANCY use cases. The QKD laboratory has QKD commercial 
hardware made by the Switzerland company ID Quantique and it is working towards deploying the 
needed infrastructure to set up a 1 Km optical link between trusted nodes. The devices use time-bin 
encoding and Coherent One Way protocol in the physical layer. 

This physical QKD deployment will set the ground to perform a wide range of communication 
experiments were two parts need to exchange information securely using symmetric cryptography 
with the benefit of the security against eavesdroppers implicitly associated with quantum mechanics. 

Towards the realization of the NANCY architecture 
To make this infrastructure available to NANCY use case, a REST-based Application Programming 
Interface (API) will be developed for both trusted nodes to be integrated in the same use case used 
and will facilitate the retrieval of quantum keys through user requests. These APIs will be compliant 
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with ETSI-014 standard for QKD private keys consumer to generate and request keys from the nodes 
and will be reachable via the internet in a secure way to be defined. The keys length generated by the 
QKD system can be 128 or 256 bits, depending on the use case definitions. 

Once the agreed NANCY functional mockup use cases are tested against the simulated and the physical 
link, there will be a comparative report between the parameters recorded during the tests in both 
scenarios like KeyRate, QBER, and visibility to extract conclusions about the reliability of the 
simulations and the applicability of this technology in actual scenarios like NANCY. 

The utilization of coarse and dense WDM techniques will be employed to facilitate the effective 
transmission of encrypted data and quantum keys.  

Interconnections and dependencies with the other results 
This result takes as input the use case requirements that will be derived from WP2 as well as the overall 
NANCY architecture designed in WP3. The QKD techniques that will be developed in this result will be 
incorporated into the B-RAN architecture [R1] for increasing point-to-point security in direct 
connectivity scenarios. In addition, the utilization of QKD in combination with blockchain technology 
will be investigated throughout [R3], [R4], and [R5a].  

[R5b] Post-Quantum Cryptography for Digital Signature  
Overview of the technical advancements and innovations state-of-the-art at the date of writing 
All the major state agencies have provided strong recommendations enjoining all security networks 
and stakeholders to prepare and migrate to the quantum era on the horizon of 2030.  

In the US, the White House mandated federal agencies to define post-quantum trajectory for critical 
systems by the summer 2022 and NSA plans a transition for National Security Systems for 2025-2033. 

In Germany, the Federal Office for Information Security (BSI), has also defined migration 
recommendations towards the 2030 horizon with the use of “hybrid protocols” combining classical 
and quantum-resistant primitives, as this combination should protect both against conventional and 
quantum threats. BSI also calls for “crypto-agility”, to make the cryptographic mechanisms able to 
react to all possible security events. 

In France, the national security agency (ANSSI) calls for a three-step transition period to be concluded 
in 2030. Up to 2025, hybridization to provide some additional post-quantum defense-in-depth to the 
classic security assurance. During 2025-2030, hybridization to provide post-quantum security 
assurance while avoiding any pre-quantum security regression. From 2030, possibility to hand-over 
with only post-quantum cryptography. 

Purpose of the component development in view of gaps defined in 2.3 
The objective of this result is to provide to the NANCY framework the cryptographic primitives ensuring 
the security resilience of public key cryptography towards the coming quantum computing era. In 
particular, the new quantum-safe cryptographic algorithms will be implemented on a tamper-proof 
hardware device bringing, thus, the highest security protection to the framework. 

This tamper-proof security device will be used to: 

- Ensure authentication of B-RAN 
- Provide a Quantum-safe Signature token for securing the communication 

In this respect, [R5b] will focus on filling the Architecture and Security gaps identified in 2.3. 
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Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
TDIS was participating in the ELECTRON H2020 Project [100] linked with energy management (EPES). 
During this project (from October 2021 to September 2024), TDIS focused on the development of the 
digital signature based on PQC into a smart token. As a project result, a first version of the PQC Hybrid 
Digital Signature Solution has been provided. 

This initial Solution has validated the following innovations: 

• Frugal implementation of PQC Digital Signature on tiny CPU devices environment (32bits 
CPU, 24kB RAM) 

• Selected algorithm: Crystals Dilithium-AES, security level 2 
• High secure implementation of the cryptographic algorithm including countermeasures 

against state-of-the-art attacks (side channel, fault injection attacks) 
• Acceptable performance compared to classical cryptography 
• Validation of a hybrid concept that consists of a combination of pre-quantum and post-

quantum cryptographic algorithms 

During this ELECTRON project, TDIS followed closely the PQC standardization process conducted by 
NIST, along with the recommendations from National Security Agencies (ENISA [101], ANSSI [102], BSI 
[103]) with the combined objectives of security and interoperability. 

During the course of the ELECTRON project some new events occurred from the NIST standardization: 
adoption of a different variant Crystals Dilithium-SHAKE and recommendation to target security level 
above 2. This is the first reason explaining the need to redesign the component from the ELECTRON 
project. 

Another event coming from National Security Agencies is the strong recommendation to implement a 
capability for Crypto Agility. Crypto Agility allows for a system or application to migrate to alternate 
cryptographic algorithms without causing a significant disruption to the infrastructure, allowing 
security updates to be quickly deployed to fix broken algorithms or replace vulnerable ones. In short, 
Crypto Agility offers the flexibility to meet the changing security needs of our connected world. This 
Crypto Agility is not supported in today's smart tokens due to their limited resources. 

To cover the gaps described in the two above paragraphs, within the NANCY project, TDIS’s objective 
is to work on the following innovations on the PQC Digital Signature component. Starting from the 
existing component, TDIS will develop the Crystals Dilithium SHAKE with Security Level 3 as 
recommended by NIST. 

The new challenges for this innovation will be to keep the same requirement constraints while 
implementing a much stronger PQC algorithm: 

• Frugal implementation of PQC Digital Signature on tiny CPU devices environment (32bits 
CPU, 24kB RAM) 

• High secure implementation of the cryptographic algorithm including countermeasures 
against state-of-the-art attacks (side channel, fault injection attacks) 

• Acceptable performance compared to classical cryptography 

Moreover, TDIS targets to bring a novel mechanism for Crypto Agility as recommended by National 
Security Agencies. As of today, such capability is not supported on smart tokens. 
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Towards the realization of the NANCY architecture 
Within NANCY architecture, TDIS will introduce a PQC digital signature in order to ensure the security 
resilience of Blockchain. Current Blockchain technology uses public-key cryptography (ie. like the 
ECDSA scheme) and hash function (ie. SHA) for signing transactions. The hash function SHA-256 is, 
today considered, quantum-safe. A conservative approach would be to increase digest size (e.g. move 
from SHA-256 to SHA-384) but, as of today, this is not considered a requirement within the NANCY 
project. 

Public Key cryptography must be replaced with a quantum-resistant scheme. In order to ensure the 
security and integrity of Blockchain, Public-key cryptography is used to establish a distributed 
consensus of trust. While the chain itself is relatively secure, the wallets at the endpoints have already 
been demonstrated to be hackable, and quantum computing techniques will further expose them to 
security threats. 

The solution to the blockchain wallet vulnerabilities problem is to create quantum-safe crypto wallets 
secured by PQC digital signature. 

Interconnection with other results 
To reach the objective of securing blockchain within NANCY architecture, TDIS PQC component will be 
connected to R3. PQC digital signature will reinforce security for devices connected to the NANCY 
blockchain. And the blockchain shall be equipped with a means to check transaction signatures coming 
from those devices. 
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[R5c] Post-Quantum Cryptography for secure communication 
Overview of the technical advancements and innovations state-of-the-art at the date of writing 
Despite the absence of quantum computers with the capability to break current encryption, security 
experts emphasize the importance of proactive planning due to the time required for integrating new 
algorithms into all computer systems. NIST has since released draft Federal Information Processing 
Standards (FIPS) for four chosen algorithms: CRYSTALS-Kyber for general encryption (FIPS 203), 
CRYSTALS-Dilithium for securing digital signatures (FIPS 204), SPHINCS+ for digital signatures (FIPS 
205), and FALCON (anticipated draft FIPS in 2024) also for digital signatures. 

Although these four algorithms constitute the initial post-quantum encryption standards, NIST is 
continuing its selection process for additional algorithms intended to supplement the initial set. The 
objective is to have backups based on distinct mathematical problems to provide alternative defense 
mechanisms in case vulnerabilities emerge in the selected algorithms. This necessity for backups was 
emphasized when an algorithm from the second set exhibited vulnerability after experts outside NIST 
successfully cracked SIKE with a conventional computer and we expect more to come. 

The Open Quantum Safe (OQS) project is dedicated to advancing and testing cryptography that can 
withstand the challenges posed by quantum computing in an open-source setting. Within the OQS 
initiative, the primary focus lies in two key areas: first, the creation of liboqs, an open-source C library 
specifically designed for cryptographic algorithms that are resistant to quantum computing, and 
second, the incorporation of prototypes into a variety of protocols and applications, such as the widely 
used OpenSSL library. These tools not only aid our research efforts but also support the endeavors of 
other interested individuals or groups. 

Purpose of the component development in view of gaps defined in 2.3 
The PQC for secure communication component is a solution to address the security challenges 
presented in the gap analysis in Section 2.3. As quantum computers progress, the need for quantum-
resistant cryptography becomes more urgent for ensuring the security of sensitive information. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
The introduction of the PQC for secure communication components advances the PQC Digital 
Signature component through the following innovations. Building upon the existing OpenSSL 
framework and incorporating the OQS library. An added challenge in this innovation lies in the fact 
that the community is currently targeting only a limited number of operating systems and the work is 
rapidly evolving. 

The results of this integration will be included in the application that has been prepared in order to 
measure the performances of the Ericsson 5G Edge (and compare it with the O-RAN solution). The 
application will integrate the results of the Open Quantum Safe (OQS) project. A traffic generator shall 
also be implemented to simulate a massive IoT scenario. The OQS library shall also be tested on a 
raspberry PI that will be connected to a 5G module. The server application shall also be tested for 
interoperability with the “Post-Quantum Cryptography for Digital Signature" from TDIS. 

The library supports several new algorithms that will in the future be supported by the standard 
Openssl library. In order to test the algorithms before an official release is available the OQS ones are 
used instead and results are compared with standard algorithms. The target languages selected in this 
implementation are RUST and Python as they provide similar benchmark results. 
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Towards the realization of the NANCY architecture 
In NANCY architecture the PQC component for secure communication will be integrated into the 
massive IoT testbed to guarantee a high level of security in the communication between IoT devices 
and the application running on the Edge server. 

Interconnection with other results 
The PQC for the secure communication component will be connected to PQC for Digital Signature 
component defined in R5b. The security of the communication will be improved using the digital 
signature module developed in the project. 

3.1.6. [R6] Smart pricing policies 

Technical advancements and innovations state-of-the-art at the date of writing 
In terms of smart pricing policies, initially, in 2015, S. Hosny et al [104] proposed a mobile content 
marketplace that enabled mobile users to access and purchase various digital content such as music, 
videos, and e-books using their smartphones. Compared to other online marketplaces, this one offered 
a better user experience, as it provides a convenient and accessible platform for users to access 
content anytime and anywhere. The authors also proposed a pricing model that enables content 
providers to set different prices for their content based on various factors such as popularity, quality, 
and demand. Following this, Y. Jiao et al [105] proposed in 2018 a social welfare maximization auction 
mechanism for edge computing resource allocation in mobile blockchain networks. The authors argued 
that the proposed auction mechanism can effectively allocate computing resources to different users 
while maximizing the social welfare of the entire network. The proposed mechanism considered the 
heterogeneity of users' demands and computing resources and adjusted the auction parameters 
accordingly. The authors evaluated the performance of the proposed mechanism in simulations that 
showcased an increased performance compared to existing state-of-the-art mechanisms in terms of 
social welfare. Finally, K. Liu et al [106]. in 2019, proposed an optimal pricing mechanism for data 
markets in blockchain-enhanced Internet of Things (IoT) networks. The authors argued that the 
proposed mechanism can effectively incentivize IoT devices to contribute their data to the network 
while ensuring fair compensation for the data owners. The proposed mechanism used a combinatorial 
double auction model to match buyers and sellers and set the optimal prices for data transactions. The 
authors evaluated the performance of the proposed mechanism in simulations and showed that it can 
achieve high revenue for data sellers and low cost for data buyers while maintaining fairness and 
efficiency. 

Purpose of the component development in view of gaps defined in 2.3 
The Smart Pricing Framework is presented as a solution to address the challenges presented in the gap 
analysis in Section 2.3. Compared to SOTA, the smart pricing policies of NANCY need to adopt the 
security and privacy mechanisms developed within the project and most importantly to be scalable to 
the massive number of mobile users that NANCY envisions to involve in resource sharing and data 
relaying. Additionally, game theoretic pricing schemes should be considered to facilitate the balance 
between the strategy and choices of each user. The pricing policies of the NANCY project are 
strategically focused on παιempowering users to maximize their revenue through efficient resource 
sharing. This entails designing effective collaboration mechanisms among users within B-RAN 
(Blockchain-Based Radio Access Network), with an emphasis on monetizing the optimal allocation of 
network components and measuring the energy efficiency of user resources. By integrating these 
smart policies with a blockchain network, NANCY aims to bolster wireless networks by enhancing their 
reliability, durability, and sustainability, thereby providing a feasible alternative to traditional RAN 
(Radio Access Network) deployments. The application of AI techniques further contributes to the 
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project's goals by seamlessly connecting heterogeneous devices, reducing costs, and fostering a 
democratized and decentralized ecosystem, effectively addressing existing gaps in these critical fields. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
In NANCY, Blockchain will be integrated into the RAN, this new addition will allow the development of 
the Smart Pricing Framework. Initially, the appropriate AI techniques will be sought in order to adapt 
and provide monetary user incentives and regulate resource sharing while retaining optimal profit 
models considering high revenues for data sellers and low costs for data buyers. Finally, the possibility 
of providing computational offloading incentives will also be considered. These can be discounted 
access fees and token rewards, for users who contribute their resources to the B-RAN through 
offloading. Reputation-based incentives for users who consistently contribute their resources to the 
B-RAN to earn a higher reputation score for them to access premium services or receive additional 
rewards and tiered pricing based on the number of contributed resources. In the context of the NANCY 
project, the integration of blockchain technology into RAN is poised to revolutionize the development 
of smart policies. To accomplish this, the project aims to identify and implement suitable AI techniques 
that can adapt and offer financial incentives to users while effectively regulating resource sharing. The 
overarching goal is to strike a balance between ensuring high revenues for data sellers and providing 
cost-effective solutions for data buyers. Additionally, NANCY envisions offering computational 
offloading incentives, which may include discounted access fees and token rewards for users who 
contribute their resources to the B-RAN through offloading. Reputation-based incentives will be 
considered as well, rewarding users who consistently contribute to the B-RAN with higher reputation 
scores, granting them access to premium services or extra rewards. Furthermore, tiered pricing models 
based on the quantity of contributed resources will also be explored, aiming to create a flexible and 
user-centric ecosystem for optimal resource allocation and profit models within NANCY. 

Towards the realization of the NANCY architecture 
We recommend that the Smart Pricing Framework be part of the Decision Engines, where it functions 
alongside the other components to determine the Access Point (AP) to which a User Equipment (UE) 
will migrate. Since NANCY will allow the UE to move between multiple providers APs, the Smart Pricing 
Framework is tasked with covering the monetary aspect of this decision. More specifically, the 
framework is presented with an array of available providers, and it employs game-theoretic methods, 
to identify the most optimal provider. The decision-making process revolves around determining the 
optimal price for the requested network resources that benefit every party involved in the transaction. 
These parties are the user’s main provider and the available new providers, that are eager to lease 
their equipment to attend to the user’s needs. 



D3.1 – NANCY Architecture Design 
 

 
50 

 

 
Figure 6 Smart Pricing Architecture 

 

Interconnection with other results 
The pricing policies within the NANCY project are intricately tied to several critical components and 
aspects of the system. Firstly, these policies are contingent upon the B-RAN architecture (R1), which 
forms the foundational structure of the network. Secondly, they are closely aligned with the grant and 
cell-free cooperative access mechanisms (R2), which dictate how users access and share network 
resources. Importantly, the pricing policies rely on network information pertaining to the routing and 
interaction with the Blockchain architecture (R3 & R4) to ensure the security and integrity of all 
network transactions, making them tamper-proof and resistant to unauthorized alterations. 
Additionally, the monetization of resources is strongly influenced by the availability and efficient 
allocation of computational and communication resources (R8). These resources are pivotal in driving 
the economic aspects of the system, as they enable users to participate and benefit from the network, 
making them a central component in the pricing policies' design and implementation. 
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3.2. Towards the Pareto-optimal AI-based wireless RAN orchestration that 
maximizes energy efficiency and trustworthiness 

3.2.1. [R7] AI-based B-RAN orchestration with slicer instantiator  

Technical advancements and innovations state-of-the-art at the date of writing 
Orchestration in cellular networks is gaining remarkable attention due to the features that provide to 
coordinate different domains to manage the E2E lifecycle of services. These domains which normally 
are separated as Core, Edge, RAN, Transport, and Cloud take profit from inter-domain orchestration 
to achieve a seamless integration of resources of different categories (e.g. network, compute or radio). 
In this context, Network Slicing pools resources from different domains and interconnects them 
logically, isolating them from the rest of the resources, and performing dedicated allocation tailored 
to the services, user and/or network requirements [107]. A similar approach is also used to ensure the 
isolation of computing resources for software threads that implement radio functionality [108]. To this 
aim, lightweight orchestration approaches are considered as a key enabler, due to the shorter 
deployment time, ease of portability, and higher scalability. However, these lightweight shapes also 
bring challenges that need to be addressed, such as the need for container monitoring capabilities and 
the integration with specialized AI engines that provide self-healing and self-optimization capabilities 
[109]. The concatenation of different orchestrated VNFs forms a Service Function Chain (SFC), which 
is the base for deploying Network Slices. The SFC allows the independent management of each link in 
the chain, easing the scalability and adaptation to context changes, for instance, enhancing the service 
availability by configuring multiple paths to reach a service in high-demand scenarios [110]. Network 
slices are closely related, and normally used in conjunction with SFCs, Network Slices isolate the 
resources of different network segments, while SFC delivers a service inside the Network Slices. This 
also extends to CPU reservations, which can guarantee computing performance requirements in 
handling Network Slices for software threads implementing network functionality. This symbiosis is a 
perfect ground for AI engines to optimize the relation between the allocation, isolation, and 
performance of the services given certain requirements [111]. With the novel appearance of the O-
RAN paradigm, as well as the emerging SDR technology, the orchestration of the RAN-slicing is paying 
relevant attention to AI working groups, which aim to optimize radio resource utilization [112]. 

AI can be employed for various tasks in O-RAN orchestration, including resource allocation and 
optimization [113]. While AI encompasses a variety of approaches and methodologies, reinforcement 
learning has emerged as one of the most promising solutions for fully automated slice instantiation 
that enables automatic perception of complex wireless networks, varying service requirements, and 
time-varying resource states through trial-and-error interactions with the environment. An example 
of such a solution was proposed in [114], where Deep Reinforcement Learning was used to develop an 
elastic resource reservation system for slices. The advantage of reinforcement learning lies in its ability 
to improve network resource utilization while minimizing potential violations of service level 
agreements compared to conventional rule-based resource allocation. Additionally, the authors in 
[115] demonstrate that reinforcement learning is a suitable approach for balancing user latency and 
energy consumption in a constrained environment for resource allocation. Reinforcement learning can 
also allow matching application-level, quality-of-service goals with resource-specific configuration 
parameters that are in turn used to enable fine-grained resource allocation using traditional 
approaches. Building on these advancements, we will develop an AI solution based on reinforcement 
learning for orchestrating B-RAN. 
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Purpose of the component development in view of gaps defined in 2.3 
AI-based B-RAN orchestration is presented as a solution to address the challenges presented in the 
gap analysis in Section 2.3. The orchestrator introduces logical flexibility to NANCY architecture, 
providing a layer of abstraction that simplifies the integration of new technologies in different 
domains, avoiding the need to analyze the technical details of each underlying technology in each of 
these domains. Furthermore, the concept of resource orchestration between operators is proposed to 
achieve accommodating B5G networks and make B-RAN a sustainable alternative to traditional RAN 
deployments. Orchestration enables functions such as offloading and migration processes that are 
essential to maintain optimal communication service delivery, which is achieved by providing the 
necessary mechanisms to manage services at all stages: resource allocation, deployment, initialization, 
configuration, adaptation, and deletion. This functionality is especially valuable when it is required to 
interconnect resources in the form of Network Slices, enabling efficient and dynamic management of 
network resources. In addition, the envisioned orchestration engine is well integrated with the use of 
reinforcement learning and other AI techniques to manage radio, network, and compute resources 
autonomously in an optimized way, adapting to dynamic changes in the network, ensuring efficient 
network partitioning, and meeting specific application requirements. With this approach, the 
orchestrator also aims to address challenges related to the collection of unreliable data that could lead 
to misbehavior of the system, due to the capability of reinforcement learning engines to detect and 
ignore untrustworthy data. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
AI-Based Orchestration capabilities will be leveraged by NANCY to perform autonomous management 
of radio, network, and computational resources as part of network slices. The management 
contemplates the coordination of different network segments to achieve E2E service delivery and deals 
with the interplay of requirements that interest both software workloads and radio traffic. Until now, 
AI-Based Orchestration has been applied to manage different and independent network segments, 
and at different layers. In NANCY we aim to pave the way to inter-operator resource orchestration 
providing mechanisms to enable resource sharing between different operators independently of the 
network segment and layer. But, in particular, radio resource orchestration in this context is of special 
interest, where Blockchain plays an enabling role, making trust mechanisms available for different 
purposes (e.g., Accounting, SLA assignment, Authentication...). Computing resources also need to be 
carefully managed to ensure that the orchestration goals mandated for radio resources can be 
adequately satisfied by the software threads that implement the radio functionality. This B-RAN 
orchestration is also envisioned to be driven by AI engines that control and enhance the orchestration 
procedures, such as optimization of radio resource allocation, placement, and VNFs configuration 
among others. 

The use of reinforcement learning makes it possible to create an AI solution that can adapt to dynamic 
changes. Additionally, it is possible to take advantage of advanced techniques such as transfer learning 
and pre-train the solution using prior knowledge of the system based on predefined mathematical 
models. This serves as a starting point for the training process of the AI solution. In this way, we can 
develop a solution that can quickly adapt to the deployment environment and enable flexible and 
elastic network slicing. For example, upon application request, such as a video streaming application, 
the AI-based slicer would evaluate the specific requirements (e.g., bandwidth, latency, processing 
power, etc.) depending on the application, such as a video streaming application. It then selects the 
required resources to instantiate the network slice. In this scenario, the reinforcement learning 
solution would earn rewards for creating network slices that meet the requirements of the application 
without affecting the performance of other network slices. Over time, the agent would learn to 
instantiate network slices in a way that optimizes network performance. 
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Contributions towards the realization of the NANCY architecture 
The result will aid the overall proposed NANCY architecture by helping to overcome the intelligence 
gap as identified in the Gap Analysis in Section 2.3. The selected approach of reinforcement learning 
allows the solution to learn from heterogeneous data. Additionally, the solution will be scalable and, 
as such, will be useful in large-scale deployments as well as smaller scales. Furthermore, reinforcement 
learning can be trained in an offline manner. This means that the system can respond in real-time, 
while training can occur without affecting the real-time response of the B-RAN. This capability ensures 
that the AI-driven solution can be continuously tested, refined, and updated, addressing the online 
training challenge that many AI approaches face such as in the example depicted in Figure 7. Lastly, as 
already briefly mentioned above, the reinforcement learning approach is robust and can handle real, 
unreliable input, even when it fluctuates over time. The latter directly addresses the third intelligence-
related gap, ensuring that the designed AI-based B-RAN orchestrator will function optimally in various 
conditions. 

 

 

Figure 7 An example of integrating a self-evolving repository in the use case of offloading computation tasks to multiple 
roadside units. 

Interconnections and dependencies with the other results   
Since the AI-based B-RAN orchestration integrates a resource orchestrator between operators, it is 
interconnected with the B-RAN architecture [R1]. In addition, from [R9] Novel self-evolving AI model 
repository, it receives the latest version of the available deep reinforcement learning model, which 
enables dynamic model selection, continuous model improvement, and efficient management of 
diverse data for training and inference. It is also linked with [R10] Experimentally-driven reinforcement 
learning optimization of B-RAN, as this module attempts to improve efficiency and adaptability by 
focusing on problem-solving in intelligent components and addressing the challenges of data quality, 
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real-time decision-making, and adaptation to diverse network and resource conditions. Finally, AI-
based B-RAN orchestration involves a key factor in achieving automation of task offloading to [R14]. 

3.2.2. [R8] A novel AI virtualiser for underutilized computational & communication 
resource exploitation 

Technical advancements and innovations state-of-the-art at the date of writing 
In the rapidly evolving landscape of telecommunications, the role of intelligent orchestrators has 
become pivotal. These orchestrators, powered by advanced technologies like artificial intelligence and 
machine learning, play a crucial role in optimizing network performance, enhancing user experiences, 
and streamlining operations. The European Telecommunications Standards Institute (ETSI) [116] 
presents two prominent examples of such intelligent orchestrators in Zero Touch Service Manager 
(ZSM) [117]  and Experiential Network Intelligence (ENI) [118] working groups. 

ZSM and ENI represent cutting-edge solutions at the forefront of intelligent orchestration in modern 
telecommunications. ZSM, with its advanced automation capabilities, is designed to streamline and 
simplify service deployment and management processes. Through a combination of machine learning 
algorithms and real-time data analysis, ZSM seeks to optimize network resources, ensuring that 
services are delivered efficiently and with minimal human intervention. On the other hand, ENI looks 
forward to leveraging the power of artificial intelligence and big data analytics to create a holistic view 
of network performance and user experiences. It utilizes intelligent algorithms to predict network 
issues, identify bottlenecks, and proactively address potential service degradation. Together, these 
intelligent orchestrators exemplify the future of telecommunications, where automation, data-driven 
decision-making, and predictive analytics converge to deliver seamless, high-quality services to users 
while optimizing network operations.  

NANCY's primary objective with the AI virtualizer is to serve as a central component that could help 
the intelligent orchestration module. The fundamental responsibilities of the virtualizer encompass 
the identification of computational resources necessary for specific tasks and the subsequent 
facilitation of intelligent offloading decisions. To achieve this, NANCY strategically integrates several 
key technologies, including slicing, NG-SDN (Next-Generation Software-Defined Networking), NFV 
(Network Function Virtualization), and real-time CPU resource reservation. In summary, NANCY's AI 
virtualizer operates as an intelligent module that effectively identifies computational prerequisites and 
orchestrates resource allocation for both radio and computing resources. Leveraging cutting-edge 
technologies and intelligent ML algorithms, the AI Virtualizer enhances orchestrations’ agility, thereby 
contributing to the overall efficiency and effectiveness of the orchestration process within the NANCY 
ecosystem. 

Purpose of the component development in view of gaps defined in 2.3 
In essence, O-RAN is designed to use ML to make networks more adaptive, efficient, and responsive 
to user needs, ultimately improving the quality and reliability of telecommunications services. 
Nevertheless, as of now, O-RAN has not introduced a fully operational intelligent orchestrator 
seamlessly integrated with ML technologies. The proposed AI-virtualizer within NANCY aims to 
enhance the existing orchestrator's functionality through the incorporation of ML interactions. These 
interactions seek to optimize resource utilization, harnessing available resources to their fullest 
potential, and enhancing the resource manager's adaptability and responsiveness. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
The AI virtualizer is designed to perform intelligent resource orchestration in the Edge Cloud 
continuum by identifying the computational resources required by a specific task and making the 



D3.1 – NANCY Architecture Design 
 

 
55 

 

appropriate offloading decisions while enabling the exploitation of unutilized computational resources 
found throughout the NANCY edge-to-cloud continuum. This can be translated into two main tasks i) 
mitigate inter-slice conflict/contention when the aggregated resource allocation decisions exceed the 
available resources and ii) minimize underutilization by intelligently using the spare resources left by 
the concurrent slices without, however, exchanging any monitoring data between slices, which is 
essential to guarantee isolation and privacy. Given the non-scalability of centralized approaches, the 
envisioned AI virtualizer is based on a multi-agent deep reinforcement learning (MA-DRL) 
communication framework, where each slice is endowed with one agent responsible for resource 
orchestration via CPU scaling with dynamic adaption of reservation quotas and coordinates with fellow 
agents via a so-called communication action or message as shown in Figure 8. The DRL agents must 
cooperatively learn/discover the signaling policy, even without prior agreement on the meaning of 
control messages. They are guided by a reward function that penalizes conflicts and underutilization 
and minimizes latency. Fine-grained resource reservation with guaranteed CPU quotas and maximum 
service delay [108] will be employed to carefully control the utilization of computing resources. 

 

Figure 8 Multi-agent communication for inter-slice conflict and underutilization minimization. 

 

Contributions towards the realization of the NANCY architecture 
As depicted in Figure 9, the AI virtualizer minimizes inter-slice conflicts as well as CPU underutilization.  
This is due to its distributed architecture leveraging multi-agent communication, which consists of 
control messages rather than raw monitoring data. This contributes to reducing overhead and 
fostering scalability within O-RAN slices, bridging thereby the gap of current AI/ML deployment in O-
RAN that requires a holistic view of the network training data. 
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Figure 9 Conflict evolution vs episodes (left) and CPU utilization (right) 

Interconnections and dependencies with other results 
As NANCY’s AI Virtualizer is a fundamental module in the orchestrator solution, it will actively interact 
with other state-of-the-art modules of NANCY. In particular, all the ML-OP and the Lifecycle 
management of the AI Virtualizer would be handled within the [R9] Novel self-evolving AI model 
repository. Additionally, [R10] Experimentally-driven reinforcement learning optimization of B-RAN 
will constantly ask the AI-virtualizer for the optimized version of the network.  

3.2.3. [R9] Novel self-evolving AI model repository 

Technical advancements and innovations state-of-the-art at the date of writing 
Machine Learning Operations (MLOps), Artificial Intelligence Operations (AIOps) [119] are recent terms 
coined to focus on making ML model development and training more efficient. Such a need emerged 
particularly to democratize and industrialize AI as a service (AIaaS). While AI models and services are 
already scaled and well managed in cloud systems as recently shown with the plethora of large 
language models, reaching the same level of maturity for serving the needs of networks is still an open 
research and engineering endeavor [120]. Recently, such automation has also been investigated in the 
context of intelligent or AI native networks. One example is RLOps [121] focused on the development 
life cycle of reinforcement learning aided open RAN or for zero-touch service assurance in the H2020 
5G-SOLUTIONS project [122].  

Generally, evolving AI repositories are employed when adaptability and flexibility are the core goals of 
a 5G/6G network. PREDICT-6G [123], an H2020 project, deploys AI models to the control plane where 
predictability algorithms are required to proactively allocate 6G network resources. Since the 
management, and orchestration functionalities of the control plane are dynamic processes that adapt 
to the network’s load, the AI models should be able to utilize new data to evolve and gradually produce 
better results. RISE-6G H2020 [124] goes beyond 5G networks and for this reason, AI algorithms are 
used to achieve intelligent, sustainable, and dynamically programmable services. 5G-IANA [125] 
focuses on Connected and Automated Mobility service provisioning over 5G networks. The project 
targets different virtualization technologies and leverages a Distributed AI/ML (DML) framework, as 
part of the virtual service repository, to provide end-to-end network services across different domains. 
5G-CLARITY [126] supports network automation over multiple network slices by implementing AI-
driven management capabilities. In this framework, the AI model repository interacts with the network 
through an SDN/NFV framework that provides a programmatic interface (API) for network 
configuration. The ARIADNE H2020 [127] project brings together a novel high-frequency B5G radio 
architecture with an AI network processing and management approach. This intelligent system 
mitigates the scale and complexity barriers of the new radio attributes, which cannot optimally operate 
using traditional network management approaches. In the domain of Edge AI, the AIatEDGE [128] 
H2020 adopts the serverless paradigm to provide a connect-compute fabric for creating and managing 
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resilient, elastic, and secure end-to-end slices. The envisioned architecture supports an AI model 
repository, which is also supported by hardware components, for resource management, service 
orchestration, and loop automation. 

Purpose of the component development in view of gaps defined in 2.3 
In addressing the complexities of AI-native RAN systems, introducing a self-evolving AI model 
repository emerges as a potential game-changer. Firstly, it tackles the issue of inference time by 
promoting a more efficient process: instead of relying on one large, monolithic AI model, it supports 
the utilization of smaller, nimble models, optimizing response times. This repository isn't just static; it 
offers dynamic selection capabilities, ensuring that the most adept or "expert" model is always in play 
for a given task or scenario. Beyond these, it also grapples with one of the most formidable challenges 
in the AI landscape: managing and making sense of heterogeneous data. This multifaceted approach 
promises to enhance the robustness and adaptability of AI-native RAN systems. 

Section 2.3 identified four gaps, the relevant ones for this result are energy and intelligence. The 
selection of the model to be deployed impacts the energy consumption of the overall system as the 
deep neural network models are known to be resource-intensive. Selection strategies that take into 
account aspects such as target device, performance, and model complexity will be part of this result 
and contribute to the energy gap. With respect to the intelligence gap, the feature store will be able 
to manage the training features while the training and deployment pipeline will manage models and 
their deployment, resulting in an enterprise-like automation system. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
The field of machine learning is vast and rapidly evolving, but the concept of a self-evolving model 
repository remains a relatively uncharted area in the research community. In the NANCY project, we 
aim to investigate and develop automated approaches to feature selection, model search, and 
selection based on ML/AIOps principles and tools [129]. Based on the NANCY network functionality 
reflected in the design of the APIs and the structure of the feature store [130], features can be selected, 
combined and engineered using classical feature interaction and enrichment approaches or 
representation learning [131] such as embeddings. Furthermore, the pipeline enables uploading and 
training contributed models on-demand or scheduled using neural architecture search and 
hyperparameter optimization techniques. This is also in line with recent findings [132] that suggest a 
trend toward favoring multiple specialized models over a singular, general-purpose AI model. Not only 
do these compact, highly specialized models require fewer resources, but they also offer faster 
inference times. Additionally, smaller models present fewer challenges in management, enhancement, 
retraining, and redefinition compared to their monolithic counterparts. This shift from the 
conventional monolithic model to dynamic model selection embodies a new era. 

The model selection for continuous deployment is performed by an intelligent module that first 
identifies the relevant candidate models based on their (network) function and then selects the best 
based on a set of criteria through multi-objective optimization [133]. The candidate set selection can 
be realized through filtering through the semantic description of the model’s function and I/O 
specifications, followed by dynamic model selection, though techniques such as Deep Reinforcement 
Learning and Mixture of Experts (MoE) approach [134]. 

Towards the realization of the NANCY architecture 
The self-evolving AI model repository champions the idea of specialization, tailoring each model to 
excel in specific tasks or environments. This approach, in turn, provides a more streamlined, efficient 
path for AI model deployment and administration. By enabling fluid retraining and updating models 



D3.1 – NANCY Architecture Design 
 

 
58 

 

with diverse datasets and facilitating feature extraction from substantial data volumes, we aim to 
bolster the adaptability and versatility of the NANCY platform. More specifically, the NANCY self-
evolving AI model repository is responsible for storing and searching for AI models by using low-
complexity mathematical operations as its building blocks. It simultaneously searches based on the 
model, optimization procedure, and initialization parameters, thus limiting the human-design factor 
and highlighting the automated discovery of non-NN algorithms. This framework, as proposed in 
NANCY, represents every AI model as a computer algorithm with three (3) component functions, 
namely, setup, predict, and learn. These functions conduct the model initialization, prediction, and 
learning, respectively. To achieve this, NANCY will deploy a highly optimized open-source module that 

will be able to scan more than 10,000 models/second/CPU core. 

Interconnections and dependencies with the other results 
As presented in Figure 10, the NANCY self-evolving AI model repository will seamlessly integrate with 
both near-RL [R10, R12] and non-RL [R7, R12] service management and orchestration frameworks. 
Serving as a centralized hub, the repository will offer immediate access to a comprehensive collection 
of models to be used by R7 and R10. It not only supports optional dynamic model selection but also 
facilitates continuous retraining, updating, and enhancement of these models. Additionally, it 
efficiently manages a diverse range of heterogeneous data vital for both training and inference 
processes. For R12 services, a dedicated API will be available, enabling continuous monitoring of model 
performance, detection of spurious correlations, and guarding against potential adversarial threats. 

  

Figure 10 NANCY self-evolving model repository lifecycle 
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3.2.4. [R10] Experimentally-driven reinforcement learning optimization of B-RAN 

Technical advancements and innovations state-of-the-art at the date of writing 
The total amount of available computation and storage resources in a B-RAN changes over time, in 
realistic scenarios. This raises the issue of resource and storage efficiency i.e., the optimal pro-active 
resource allocation scheme that enables the network to predict and utilize the optimized amount of 
resources at any time. Previous H2020 projects such as 5G-ZORRO [135] and Pledger [136] assumed a 
static model for resource allocation that enables the B-RAN to run in optimal conditions given a fixed 
amount of available resources. On the other hand, the dynamic nature of the network resources is 
considered in [137]. In this work, the authors propose a pro-active computational resource allocation 
model for C-RAN networks that increases the network QoS. Similar approaches have also been applied 
in SDN networks [138] and in fog computing environments [139]. Despite its success, this resource-
aware mechanism has yet to be applied in decentralised B-RAN architectures. According to the existing 
literature [58], B-RAN is the ideal network to deploy such a technique due to its inherent resource 
flexibility and its dynamic operational environment.  

Selecting the optimal technique for dynamic resource allocation is not a trivial task. Existing 
approaches utilize techniques such as deep reinforcement learning [140], weighted scheduling [141] 
and optimization algorithms [142]. Since a methodology, that would be considered optimal for all 
cases, is yet to be developed, most researchers focus on deploying application-specific approaches 
that satisfy the requirements of the system under examination. 

Towards the realization of the NANCY architecture 
Real-time intelligent components of the O-RAN require quick and accurate decision-making 
mechanisms that efficiently distribute available resources to interested parties. Therefore, resource 
allocation techniques should be redesigned to facilitate the following requirements: (i) Fast, real-time, 
and accurate decision-making to enable the deployment in realistic scenarios; (ii) operation with 
unreliable or noisy input to increase the generalization to a diverse set of deployment conditions; and 
(iii) adaptability to complex environments that contain high resource variability. Existing approaches 
fail to sufficiently deliver all of the aforementioned requirements and thus, they cannot be considered 
for deployment in real-world networks.   

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
NANCY will develop a re-trainable optimization framework for resource allocation and will be 
empowered by reinforcement learning (RL) techniques. The consortium aims to implement a ML 
model to pro-actively allocate computation and storage resources over the deployed services. The 
framework will be trained with data that represent the network environment (e.g. how resource 
availability changes over time) and will employ an agent-based modeling approach to select the 
optimal amount of resources in real-time. The agent will engage in a decision-making process and for 
each decision, it will be rewarded through a reward function mechanism. Contrary to existing 
approaches, NANCY will employ a dynamic reward function that changes according to network 
conditions. This will enable the agent to converge faster to the optimal decision point. For example, in 
scenarios where high resource availability is observed, the reward function could generate higher 
paybacks and thus, the agent will aggressively favor new states. On the other hand, when low resource 
availability is observed, the reward function could yield lower rewards to decelerate the agent’s state-
hopping and influence its decision-making accordingly. Conceptually, this approach merges the 
learning rate of the neural network with the RL’s reward function, achieving a faster convergence rate. 
As a result, it can be efficiently deployed in real-time systems that require quick decision-making. 
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Towards the realization of the NANCY architecture 
Through the provisioning of the Experimental-driven reinforcement learning optimization of B-RAN, 
NANCY moves a step forward towards solving the existing issues with intelligent components in O-RAN 
networks. The proposed component will be designed to perform fast, real-time decision-making, and 
it will be tested in real operational environments. Special focus will be given to the fast inference 
operations where the models will be implemented to make decisions on the fly, achieving ultra-low 
latency delays. Further, NANCY will consider how noisy or incomplete data affect the ML models’ 
performance and will employ feature extraction techniques to alleviate penalties stemming from such 
occurrences. Feature extraction, if properly designed, can help the ML models generalise better even 
when the data inputs are not of high quality. Towards this end, the proposed module will first expand 
the dimensionality of the input data through multiple layers of feature extraction operations and then, 
it will feed the extracted features to the ML model. In this way, data gaps or inconsistencies will be 
considered low-quality features and will play a trivial role in the decision-making process. In order to 
increase the model's adaptability to complex environments, NANCY will consider early-exit-inference 
mechanisms. Early-exit is a technique that enables the AI model to stop the inference process, 
according to a set of requirements and constrains. Such requirements would resemble the network’s 
conditions such as the available resource types, or the functional requirements such as maximum 
latency. Since lower resource variability environments would not require the ML model to compute 
the inference operation until its very end, early-exit will terminate this process to generate predictions 
earlier. On the contrary, more diverse resource ecosystems would require a more complex inference 
process, in which case the early-exit mechanism will be disabled.  

Interconnections and dependencies with the other results 
The Experimental-driven reinforcement learning optimization of the B-RAN module is interconnected 
with the following results: [R1] B-RAN architecture, [R8] A novel AI virtualizer for underutilized 
computational & communication resource exploitation and [R9] Novel self-evolving AI model 
repository. B-RAN architecture feeds to [R10] since it provides the network organization details 
(number of nodes and B-RAN parameters). Such parameters are necessary for the AI model to describe 
the network environment where the agent acts upon. [R8] provides the resource utilisation rate of the 
network in real-time, which is important for defining the model states and the reward function. [R10] 
will periodically request updates from the [R8] in order to keep its internal state in synchronization 
with the network conditions. Finally, [R9] will be used to acquire the latest version of the DRL model 
available in the repository. Since the self-evolving model repository will engage with model retraining 
actions, in order to improve the performance of the stored models, [R10] is charged with fetching the 
corresponding model. 
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3.2.5. [R11] Semantic & goal-oriented communication schemes for beyond Shannon 
excellence 

Overview of the technical advancements and innovations state-of-the-art at the date of writing 
The inspiration for the idea of the 6G wireless networks, which encompasses semantics and 
effectiveness features, can be traced back to Nikola Tesla. In 1926, Tesla made a notable statement 
envisioning a future where wireless technology will be flawlessly implemented, resulting in the 
transformation of the entire Earth into a vast cognitive entity [143]. In this context, placing emphasis 
on semantics and accurately establishing and clarifying the objective of communication aids in 
extracting the data that are directly pertinent to effectively deliver the intended information from the 
source or achieve a predetermined objective. The implementation of a primary technique involves the 
disregard of unnecessary data, resulting in a substantial reduction in the volume of data that needs to 
be communicated and recovered. This reduction in data transmission and recovery leads to savings in 
terms of bandwidth, latency, and energy conservation. According to this, it is anticipated that goal-
oriented and semantic communications would play a crucial role in investigating the significance of 
data and facilitating brain-like cognitive processes and efficient task completion among dispersed 
network nodes/entities. This shift in perspective signifies a significant change in paradigm, wherein the 
primary focus is on the successful completion of tasks at the intended destination (effectiveness 
problem), rather than solely emphasizing error-free communication at the symbolic level (technical 
challenge). 

Historically, past iterations of wireless networks have been developed with the primary objective of 
accommodating the exponential increase in downlink traffic. However, a shift in the balance between 
uplink and downlink traffic has been observed since the fourth generation (4G) [144], resulting in a 
decrease and even a reversal of the previously existing asymmetry. The proliferation of algorithms in 
the context of 5G technology leads to a significant escalation of uplink traffic. Regrettably, the uplink 
capacity of 5G has not been adequately dimensioned to accommodate the rapidly increasing demand 
anticipated in the coming decade. 6G is anticipated to amplify this phenomenon as a result of the 
integration of a rapidly growing quantity of dispersed intelligent nodes that will gather, analyze, and 
retain data. The utilization of B5G technology in various sectors, such as industrial IoT and virtual 
reality, has led to the establishment of new KPIs. These KPIs encompass stringent latency bounds, 
packet delivery jitter, reliability, achievable throughput, and system dependability [145]. An instance 
of this can be seen in the case of holographic communications that utilize multiple-view cameras. It is 
anticipated that these communications will necessitate a substantial amount of data transfer, 
specifically several terabits-per-second (Tbps) per link, in both the uplink and downlink directions. This 
demand exceeds the capabilities of the 5G network. Additionally, there is a need for strict E2E latency 
to guarantee a virtual and seamless remote experience that closely resembles reality [146] [147]. 

Purpose of the component development in view of gaps defined in 2.3 
In line with Tesla's conceptual framework, NANCY's approach to 6G networks prioritizes the 
incorporation of semantics and efficacy as fundamental components of NANCY's network architecture. 
The primary function of the NANCY semantic encoder is to identify and extract the semantic content 
from the source signal, thus eliminating any extraneous information. Consequently, the reduced 
amount of data that need to be transmitted through the network will improve not only data efficiency 
but also energy efficiency of the NANCY system. The NANCY semantic decoder is responsible for 
interpreting the transmitted information and converting it into a comprehensible format for the 
receiving node or entity. Additionally, it is important to evaluate the level of satisfaction of the 
receiving node in order to determine the extent to which the reception of semantic information can 
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be deemed successful. Ultimately, the objective of NANCY is to alleviate the presence of semantic 
noise, a phenomenon that arises throughout the communication process and leads to 
misunderstandings and erroneous interpretations of semantic information. The envisioned semantic 
communication approaches will contribute towards imbuing next-generation networks with native 
intelligence capabilities. 

 

Figure 11 Semantic communications architecture 

 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
During the past five years, extensive research has been carried out in semantic communications, 
including textual data [148, 149, 150], voice signals [151], visual pictures [152, 153, 154, 155, 156], and 
video material [157]. The researchers in [158] presented a SemComs framework known as DeepSC, 
which utilizes the transformer concept. In the work done in [151], the scope was broadened to include 
voice transmission by using CNNs. In addition, the authors of [159] introduced a new neural network 
that integrates source and channel coding techniques to compress images. This network additionally 
utilizes CNNs to condense the given pictures. The researchers used a coding strategy that led to a 3 dB 
improvement in peak signal-to-noise ratio compared to traditional coding schemes in the presence of 
Rayleigh fading. The researchers in [160] devised an image semantic coding approach that employs 
the Laplacian pyramid to improve the picture compression ratio. The paper introduces a new method 
for adaptive picture semantic coding, described in [161]. This method employs reinforcement learning 
to improve the rate-perception-distortion metric, which measures the quality of image reconstruction. 
The authors of [162] conducted a thorough assessment of existing technical advances in semantic 
communications for intelligent wireless networks, prompted by improvements in adaptive image 
semantic coding. The assessment focuses specifically on the architectural elements, relationships 
between different layers, and diverse applications. This essay explores the difficulties that arise when 
trying to include semantic communications within the framework of the developing 6G wireless 
technology. Trying to include semantic communications within the framework of the developing 6G 
wireless technology. 
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Contributions towards the realization of the NANCY architecture 
The objective of this result is to establish part of the communication strategies that will be employed 
in the project. The utilization of semantic communications will be employed to facilitate accurate 
transmission and understanding of information. In order to achieve this objective, an examination and 
adaptation of semantics and knowledge representation systems will be conducted to align with the 
specific demands of the B5G network. In addition, the communication semantics will be included in 
goal-oriented communications, wherein the exact limitations and specifications of each 
communication type and the connections between devices will be thoroughly delineated. Goal-
oriented communications include transmitting only the necessary information to achieve a specific 
objective. This approach reduces communication overhead and enhances the energy efficiency of the 
system. 

Interconnections and dependencies with other results 
The semantic communication approaches that will be developed in this result will find application in 
various usage scenarios and use cases, with a specific focus on the ones analysed within the NANCY B-
RAN architecture [R1]. In more detail, such techniques are expected to influence the B-RAN modelling 
and performance assessment carried out within [R4]. Finally, the models developed in this result will 
be stored and maintained by the self-evolving AI model repository [R9], while their explainability will 
be ensured through the explainable AI framework [R12].  

3.2.6. [R12] An explainable AI framework 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
Radio Access Networks (RANs) involve numerous tasks that can be effectively handled using AI, such 
as management (energy, handover), detection of anomalies, and resource allocation among others. 
However, one of the main challenges faced in AI-driven RANs is the inherent lack of transparency in 
the decision-making processes governing these algorithms. Consequently, there is a need to integrate 
Explainable AI (XAI) into RAN AI operations. This integration would provide more comprehensive and 
detailed information about the decision-making processes of the algorithms, enabling better 
understanding and fostering trust in their operations. 

Given the task under consideration, the availability of data, and the AI algorithm itself, various XAI 
techniques could be utilized to provide interpretability. In most cases, it is preferable to choose model-
agnostic XAI techniques due to the fact that they can provide explanations without the need for a 
specific model. Forming tasks like management or anomaly detection as supervised machine learning 
tasks, techniques like LIME and SHAP could offer both local and global interpretability. Local 
Interpretable Model-Agnostic Explanations (LIME) [163] is a model-agnostic approach designed to 
tackle various data types such as tabular, and text. By creating locally linear models, LIME approximates 
complex learning models, effectively providing transparent explanations for individual predictions that 
would otherwise be considered a black box. On the other hand, SHapley Additive exPlanations (SHAP) 
[164] take a different approach by relying on feature relevance explanation to interpret specific 
predictions. They calculate an additive feature importance score while considering a predefined set of 
required properties. By utilizing the Shapley values method, SHAP determines the influence of each 
feature by estimating its marginal contribution to the final reward function. This enables a 
comprehensive understanding of how individual features contribute to the model's predictions. 
Another well-known model-agnostic technique is DeepLIFT [165]. DeepLIFT tries to provide feature 
relevance ratings for specific input characteristics, giving details on how each item affects the 
predictions that were made by the model. By describing ideas in terms of concepts rather than 
numerical quantities, Knowledge Graphs [166] provide a method for creating explanations that are 
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understandable by humans. The relationship between these ideas creates a knowledge graph, which 
turns out to be an effective method for data representation. It is possible to automatically create 
knowledge graphs, which may then be perused to learn new information about the subject area, 
including implied notions that weren't expressly declared. Since each step can be traced back, full 
explainability is enabled by this traceability, which makes Knowledge Graphs an effective tool for 
comprehending complex data better. 

For the needs of XAI for resource allocation models, the Programmatically Interpretable 
Reinforcement Learning framework (PIRL) [167] could be used. PIRL utilizes a high-level, human-
readable programming language to represent its policies. The framework employs Neurally Directed 
Program Search (NDPS), which enhances the interpretability of the generated policies, making them 
easier to understand and analyze. The Hierarchical Policies method [168] stands out due to its unique 
approach to the task description. In this method, each task is accompanied by human instruction, and 
agents can solely access learned skills through these descriptions. As a result, the policies and decisions 
derived from this approach are inherently human-interpretable, enhancing transparency and 
comprehensibility. Linear Model U-Trees (LMUTs) [169] were used also as a mimic reinforcement 
learning framework based on stochastic gradient descent trying to transform the RL problems into 
supervised ones, which are much more interpretable.  

Purpose of the component development in view of gaps defined in 2.3 
Deep AI models have recently gained high popularity due to their significant performance in various 
domains and tasks. However, their increased complexity has raised concerns regarding the way that 
decisions and predictions are being made, or how they handle sensitive data, which are currently 
treated as a black box. In particular, while certain AI methods, such as Decision Trees, can be treated 
as self-explanatory, Deep AI Neural Networks require a set of methods that will produce explanations 
regarding the decisions that were made.  

This set of methods is under the umbrella of the eXplainable Artificial intelligence (XAI) which aims to 
provide a number of tools and techniques to any person that would like to analyse and investigate how 
certain decisions were made by Deep AI models. As a result, any individual can trust Deep AI models 
with high confidence, as they will no longer be treated as black boxes, while, simultaneously, any 
concerns about the privacy of data will be mostly eliminated as the whole procedure will be 
transparent. 

In the context of NANCY, XAI techniques will mostly cover security and transparency aspects. In 
particular, Deep AI models will be mainly utilised for the optimisation of resource orchestration 
procedures; a set of processes that require high transparency regarding the rationale behind the best 
possible allocation of the resources that are available at a given time, placing network operators in a 
position in which they can insightfully explain the decisions that were made by the AI models. 
Furthermore, XAI tools can help in the identification of various attacks against the network, as they 
can provide insights regarding the incoming traffic, which can possibly result in the detection of an 
intruder in the network. 
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Purpose of the component development in view of gaps defined in 2.3 
In the endeavor to unveil the inner decision-making mechanisms of black-box models, NANCY takes a 
step further by proposing a model-agnostic algorithm to make opaque models' decisions explainable 
and comprehensible. More precisely, NANCY proposes a 4-stage XAI engine, leveraging 2 of the most 
common key technologies for XAI, SHAP, and LIME. LIME [163] explains the model's behavior in a local 
vicinity by constructing sparse linear models around selected predictions. On the other hand, SHAP 
[164] provides global insights into the importance of specific features by estimating their average 
marginal contribution over all possible coalitions. In the first stage, the SHAP algorithm will be applied 
to extract the SHAP values, utilizing the corresponding Shapley values method. Then, these values will 
be used for producing descriptive elements like feature dependencies, explanations, and models’ 
summarization among others. A feature selection process will be applied, promoting only specific 
features to the next stage, in which the LIME technique will produce local explanations, feature 
importance, and model evaluation. Finally, the outputs of the second and third stages will be fed into 
the final stage which will perform the diagnosis and decision-making tasks.  

 

Contributions towards the realization of the NANCY architecture 
XAI module will be an external component of the NANCY’s architecture that will directly communicate 
through the most appropriate interface with the corresponding modules. In particular, the XAI module 
will mainly communicate with the non-RT RIC which is part of the System Management & 
Orchestration (SMO), and the repository which stores all the AI models that are utilized in the context 
of NANCY. Furthermore, it is worth noting that the explanations will be provided in a non-real-time 
manner, and they will be accessible to any interested individual with the required authorization at any 
given time. Finally, it is important to mention that the integration of the XAI module inside the non-RT 
RIC would be extremely challenging due to the nature of RIC, and, simultaneously, it would increase 
the complexity both of the architecture and the RICs individually.  

 

 

Figure 12 XAI as part of NANCY Architecture 
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Interconnections and dependencies with other results 
XAI framework has a strong interconnection and is directly linked with “R9: Novel self-evolving AI 
model Repository”. More specifically, regardless of the secure communication between the AI model 
repository of NANCY that is required, the XAI module should be able to support the interpretation and 
the explainability of the decisions and the predictions that novel AI models made. In order to achieve 
this, model-agnostic XAI tools and techniques will be mostly investigated and utilized focused on their 
level of adaptability. 
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3.3. Distributed MEC for “almost-zero latency” and high-computational 
capabilities at the edge, where the data are generated 

3.3.1. [R13] Next-generation SDN-enabled MEC for autonomous anomaly detection, self-
healing and self-recovery 

Technical advancements and innovations state-of-the-art at the date of writing 
Self-healing technology aims to maintain wireless cellular networks during the maintenance phase, 
and it becomes more crucial in 5G and 6G networks due to their highly complex and heterogeneous 
nature. These networks are also prone to faults and failures, with the most critical domain for fault 
management being the Radio Access Network (RAN). Each network element serves a specific area, 
making redundancy a challenging task. If a network element fails to fulfill its responsibilities, it results 
in degraded performance, and users suffer from poor service quality, resulting in a considerable 
revenue loss for the operator. To address this challenge, self-healing technology has been introduced 
in emerging cellular networks. It focuses on the automatic detection of network faults and failures and 
the implementation of the required corrective actions to mitigate the service degradation effect. The 
main defined use cases are the following:  

• Cell Outage Management (COM) 
o Cell Outage Detection (COD): This function automatically identifies cell outages by 

using input parameters such as Key Performance Indicators (KPIs), alarms, and 
measurements. When the values of these parameters meet the COD condition, the 
cell outage is detected. For example, if the value of a KPI exceeds a predefined 
threshold or an alarm is triggered during a cell outage, the COD function identifies the 
outage. 

o Cell Outage Compensation (COC): This function automatically compensates for a cell 
outage to maintain cell operations. When a neighboring cell detects a fault, it classifies 
the type of fault and makes a compensation decision. The compensation can be in the 
form of relay-assisted handover (HO), power compensation, or reconfiguration of their 
antenna tilt. These compensation techniques help to mitigate the impact of the outage 
on the network and maintain the quality of service for the users. 

The classes of problems that need to be addressed when managing the network autonomously are: 

• Anomaly detection: This is a method commonly used in the diagnosis of network faults or 
misbehaviors, as it is designed to identify and flag abnormal behavior within the network. This 
approach relies on unsupervised learning methods and is particularly useful when it comes to 
detecting issues related to faults or improper network settings. Popular algorithms for 
anomaly detection include k-NN, Local Outlier Factor, and DBSCAN algorithm that is used in 
[170]. 

• Pattern identification: Pattern identification is a task that involves identifying patterns or 
groupings of cells that exhibit similar behavior, such as increased traffic or dropped calls. This 
kind of problem relates to COD issues and solutions can be found in UL and SL literature. For 
instance, a Decision Tree is an algorithm that can be used to classify cells into different groups 
based on their characteristics, such as traffic load and signal strength [171]. 

• Control optimization: This category of problems arises frequently in the realm of autonomous 
network management, where control decision problems are encountered to adjust network 
parameters online, with the goal of achieving specific performance targets. These types of 
decision problems, where the optimal decision is learned online based on the feedback from 
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the environment to the network’s actions, can be tackled using RL [172], [173], and DRL 
techniques [174], [175]. COC problems can be solved using these methods. 

Among the Supervised Learning techniques, we focus on Neural Networks (NN), which are a class of 
machine learning algorithms inspired by the structure and function of the human brain. They consist 
of interconnected nodes, or neurons, that work together to learn patterns and relationships in data. 
There are several types of neural networks, each with its own architecture and strengths. Currently, 
the application of neural networks in cell outage management is limited, however, an example of the 
use of a feedforward neural network (FFNN) in detecting cell outages is being reported in the literature 
[176]. However, Long Short Term Memory (LSTM), which is a type of recurrent neural network 
architecture that is well-suited for modeling sequential data, is particularly effective in capturing long-
term dependencies and can be used to predict outcomes based on past events and thus for COD tasks.  
In the context of self-healing, article [177] utilizes this model for outage detection. 

Among the Unsupervised Learning techniques, Clustering (and in particular K-means) and Outlier 
Detection techniques have been taken into account. K-means is used to group data points into k 
distinct clusters based on similarity. It works by iteratively assigning data points to their nearest 
centroid and moving the centroid to the mean of the assigned data points. K-means is efficient but 
sensitive to the initial placement of centroids and determining the optimal number of clusters. In self-
healing, this algorithm is mainly used to detect cell outages [175], [174]. The article [175] focuses solely 
on users who are within range of the base station that has been interrupted, as well as its neighboring 
base stations. As for Outlier Detection, Local Outlier Factor (LOF) is one of the popular unsupervised 
outlier detection algorithms. LOF measures the local density of a data point compared to its neighbors 
and identifies points that have a significantly lower density as outliers. LOF is widely used in fraud 
detection, intrusion detection, and industrial quality control, among its applications in cell outage 
detection [172], [178] 

As per Reinforcement Learning techniques (and in particular their deep variants, including Actor-
Critic), we focused on Deep Q-Network (DQN), which is a DRL algorithm that combines deep neural 
networks with Q-learning. DQN has been used to solve various problems, including game playing, 
robotics, and natural language processing. The algorithm works by using a deep neural network to 
estimate the Q-values of each possible action given the current state. The network is trained using a 
variant of Q-learning called experience replay, which involves storing the agent’s experience in a replay 
memory and sampling a batch of experiences randomly to update the network’s parameters. DQN is 
known for its ability to learn directly from raw sensory inputs, making it useful for problems where 
hand-crafted features are not available or are difficult to design. In the [175] the author has applied 
DQN to solve the COC problem. 

The Actor-Critic (AC) algorithm combines elements of both value-based and policy-based approaches. 
In AC, the agent maintains both a value function and a policy and uses these to guide its behavior in 
the environment. The value function estimates the expected long-term reward for a given state-action 
pair, and the policy specifies the probability distribution over actions for a given state. The AC algorithm 
consists of two components: the actor, which learns the policy, and the critic, which learns the value 
function. The critic updates its estimates of the value function based on the difference between the 
observed reward and the expected value, using the temporal difference (TD) error. 
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A summary of the self-healing techniques using ML techniques has been reported in Table 2. 

Table 2 - A summary of the self-healing techniques using ML techniques. 

 Reference - Year ML technique Objective Algorithm 

COD 

[171] - 2015 SL/UL Anomaly detection k-NN, LOF 
[176] - 2015 SL Diagnosis FFNN 
[178] - 2018 UL Pattern identification LOF 
[170] - 2018 SL/UL Anomaly detection DBSCAN algorithm 
[177] - 2019 SL Pattern identification LSTM 
[176] - 2021 SL Anomaly prediction Prophet Algorithm 
[171] - 2021 SL Pattern identification Decision tree 

COC 

[173] - 2014 RL Control Optimization Actor-Critic 
[172] - 2015 RL Control Optimization Actor-Critic 
[175]/ [174] - 

2020/2019 DRL Control Optimization K-means and DQN 

 

Purpose of the component development in view of gaps defined in 2.3 
Anomaly-detection, self-healing, and self-recovery address the challenges in the gap analysis 
presented in Section 2.3. Indeed, it ensures the services for the end-users to be reliable even in case 
of RAN faults (e.g., at gNB level) and/or at the MEC level (e.g., in case of attacks), which can be 
beneficial for the end users and for the whole NANCY architecture components.  

As for security and privacy, the literature review showed that many papers in the literature make use 
of ML tools to provide self-healing services to the radio access network. However, no particular paper 
focuses on the privacy of users, for example using Federated Learning techniques (which require a 
central entity to store the complete model, which can be identified in the MEC of the RAN). Moreover, 
we plan to assess the possible improvements given by the decentralization of the Federated Learning 
techniques we will employ for the self-healing component, by using consensus-based techniques. 

As for energy efficiency, anomaly-detection, self-healing, and self-recovery mechanisms based on AI 
and Federated Learning can reduce the energy consumption of the mobile network, by reducing (in 
the deployment phase, so after the training phase) the number of communications among FedL agents 
(indeed each agent has its own prediction model) and also the computational complexity is reduced in 
the operation phase, due to the constant/linear computational cost of the Neural Network prediction. 
Finally, energy efficiency can be achieved also at the RAN/MEC level, by optimizing resources in case 
of faults. 

The advantage brought by AI methodologies of the proposed anomaly-detection, self-healing and self-
recovery mechanism, and in particular Federated Leaning techniques, is clear: no model of the 
telecommunication network is needed, and the approach can be trained by using data coming from 
the field and/or by publicly available datasets. Moreover, due to the difficulty of providing precise 
models of the mobile network and all its components, AI-based tools may outperform model-based 
approaches and can be robust to model uncertainties. 

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing  
NANCY will deploy a mechanism capable of conducting anomaly detection, self-healing, and self-
recovery operations. The goal of this approach is to provide UEs and/or access networks with 
autonomous processes that can take decisions and prevent network faults on the device and network 
levels. In order to align the problem parameters to real-world conditions, we also consider the battery 
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of the UEs as an important optimization constraint. To this end, NANCY proposes the implementation 
of a Federated Learning (FL) framework that treats each device separately, according to its unique 
characteristics and preserves users’ privacy. In such a framework, UEs are assigned a reinforcement 
learning (RL) model which is trained locally, without sharing any data or model parameters with the 
rest of the devices. During this process, the model learns the features of the corresponding device 
(battery capacity, energy consumption, computation resource, latency, etc.) and engages with 
proactive decision-making to prevent critical events such as high latency, low SNR, insufficient 
computational resources, and/or battery exhaustion. Through this scheme, each RL model will be 
locally trained and as a result, will adapt to the requirements of each device. In the sequel, the locally 
trained models will be dispatched to a centralized MEC node where the model aggregation process 
takes place. This will merge all the local models into one global model which, in turn, is sent back to 
the UE. This aggregation operation will assimilate the model weights to create a simpler, yet efficient, 
version of them. Further, it can impose new global constraints or rules to the optimization problem, if 
required. On the UE side, the newly acquired global model will be used for the local training process 
thus, triggering a new FL cycle. NANCY employs an FL approach mainly because there is no need for 
data exchange between devices and because device data is not sent to the network, but instead, a 
model trained on such data (which preserves users’ privacy) is sent to the MEC. In this scenario, the 
only information exchange between the Edge and the UEs considers the model parameters which 
significantly increases the QoE of the end users. 

Contributions towards the realization of the NANCY architecture 
The Next-generation SDN-enabled MEC for autonomous anomaly detection, self-healing, and self-
recovery module will be designed with respect to the following features: (i) high energy-efficiency; (ii) 
Data security and privacy; (iii) provisioning of edge intelligence to the UEs. Energy efficiency will be 
achieved by training the ML model to consider the remaining battery of the UEs. As a result, anomalies 
related to the low remaining UE battery will be identified and proper mitigation measures will be 
deployed. Moreover, the local model training process, which takes place on the UE side, will be 
designed to keep the computational complexity of the required operations to a bare minimum. In this 
way, UEs will save both energy and resources when training the ML model. Another strength of the 
proposed module is the fact that data security and user privacy are guaranteed due to the nature of 
the FL. User data stay confined within each UE and are not exchanged with any other node. Instead, 
UEs dispatch only the locally trained models to a sink node where the model aggregation takes place. 
This process ensures that data security issues are handled properly. Another characteristic of the 
envisioned module is the provisioning of Edge intelligence to the end-users. Contrary to existing 
approaches where the Edge is considered a monolithic entity that serves a number of UEs, NANCY 
employs a distributed scheme where both the UEs and the Edge participate in the training process. 
This approach gives the Edge the flexibility to adaptively serve multiple UEs and allows for the UEs to 
collectively take advantage of a large pool of computational resources for the training process. This 
type of intelligence would otherwise be inaccessible to the UEs due to the large computational 
requirements of most ML schemes. By leveraging the features analysed above, NANCY designs a 
component to solve the gaps in the Edge computing ecosystems and to further push the innovation 
limits. 

Interconnections and dependencies with other results 
The next-generation SDN-enabled MEC for autonomous anomaly detection, self-healing, and self-
recovery components belongs to the Edge plane of the NANCY architecture. It receives input from the 
“novel AI virtualizer for underutilized computational & communication resource exploitation ([R8])” to 
assess the amount and type of computational resources available for the FL training. Also, it 
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communicates with the User plans where it distributes the global models to the UEs, during the FL 
process. This bi-direction communication is supported through the “Semantic & goal-oriented 
communication schemes for beyond Shannon performance” module ([R11]). For the purposes of ML 
model selection, the envisioned “Next-generation SDN-enabled MEC for autonomous anomaly 
detection” utilizes the ML models stored in the Novel self-evolving AI model repository ([R9]) and 
leverages the MLops to simplify and streamline the FL training. 

3.3.2. [R14] A computational offloading mechanism with novel resource-aware/provision 
scaling mechanisms and novel battery as well as computational-capabilities aware 
offloading policies  

Technical advancements and innovations state-of-the-art at the date of writing 
Computation offloading in mobile edge computing promises to increase resource efficiency, improve 
performance, and minimize energy consumption. Towards this direction, TALON [179], a HORIZON EU 
project, implements an AI orchestrator that redistributes computational tasks between Edge 
computing nodes and devices in Industry 4.0 environments. The goal of this task scheduling is to 
minimize battery consumption and to balance the computational load between UEs and Edge nodes. 
5GZORRO [135] which is a H2020 research project, employs a data-driven resource management 
mechanism that monitors the network in real-time and utilizes neural networks to derive decisions for 
the scheduling of tasks within the available devices. Network functions are considered critical in 
computation offloading schemes, as 5G-PICTURE demonstrates [180]. In this H2020 project, hardware 
resources are directly configured by network functions and thus, computing and storage resources are 
distributed on the fly in an efficient way. Offloading of software has also been realized through CPU 
reservations [181], which allow assigning different software components to different virtual CPUs with 
a guaranteed fraction of the overall computing capacity. This allows, for example, to more efficiently 
offload network functions that cannot saturate entire physical CPUs. 

Generally, computation offloading techniques are considered key enablers of the 6G networks [182]. 
As a result, time-critical applications that require ultra-low delays or high QoE, seem to enjoy most of 
the benefits of this approach. Examples of such applications usually include Vehicular Edge Computing 
[183], IoT paradigms [184] and ML [185]. Aside from the application side, several works focus on the 
algorithmic side of computational offloading. In this area, previous research considers Nash 
equilibrium modeling [186], Markov decision processes [187], and machine learning [188] to optimize 
the offloading efficiency. 

Purpose of the component development in view of gaps defined in 2.3 
This result focuses on providing the NANCY system with the necessary capabilities to be able to 
dynamically cope with an increased demand for system features, such as computational capacity, 
security, latency, or bandwidth. NANCY is a project characterized by the presence of multi-operator 
scenarios, where the workload forecasts of the nodes are exposed to peaks of high demand. This is 
why having an offloading capacity within distributed nodes is essential to guarantee the stability and 
performance of the system. The selection of the optimal node, as well as the monitoring of node 
resources and load forecasts, are fundamental tasks linked to this result. This outcome is a central 
piece of the system since the offloading capability will be used by a vast majority of the services to be 
developed (intra and inter-operator), e.g., the orchestration capabilities enable automatic lifecycle 
management of the services deployed on the MEC nodes, including resource scaling or transparent 
mobility of the services. Furthermore, this result has a strong dependency on the AI engines to be 
developed, since in addition to decision-making, the engines can be deployed in the MEC to support a 
wide range of processes. 
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Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
NANCY will deploy machine learning functionalities to support the dynamic computation offloading 
operations of the platform. The consortium will devise a context-aware offloading mechanism that will 
pro-actively transfer computations to the edge of the network. The goal of this process is to maximise 
resource utilization among the available devices while also considering the capabilities of MEC nodes. 
In contrast with existing approaches, NANCY will formulate a multi-variate optimization problem that 
considers several parameters of the network such as user preferences, radio, and backhaul connection 
quality, and UE capabilities. Meeting the optimization objective of network functions also depends on 
the performance of the computational threads implementing them; therefore, their performance will 
be carefully considered. To solve the optimization problem, the [R14] will employ a combination of 
machine learning, optimization, and feature extraction techniques. Initially, the network parameters 
will be concatenated into a unified data space. In the sequel, the feature extraction technique will 
expand the parameter space and will identify the important data features that are estimated to 
significantly affect the model performance. Using such features, a machine learning model will be 
implemented and will search for an optimal solution to the problem. This optimum represents the 
number of computations that should be offloaded to the corresponding nodes. The optimization 
procedure will also leverage the allocation of workloads to virtual CPUs, considering resource 
reservation mechanisms capable of providing a virtual CPU abstraction while guaranteeing CPU quota 
and maximum service delay and allowing multiple applications to execute on the same groups of CPUs, 
thus avoiding the natural system under-utilization that occurs when having a one-to-one mapping 
between virtual and physical CPUs. By leveraging the feature extraction mechanism prior to the 
machine learning model, NANCY will be able to consider a significant amount of network parameters 
for the decision-making process; without increasing the problem complexity by a large factor. 

Contributions towards the realization of the NANCY architecture 
The task offloading mechanism is one of the central functionalities of the project; aided by the artificial 
intelligence engines, it seeks to maintain the optimal use of resources, thus contributing to maintaining 
responsible energy consumption while ensuring adequate levels of Quality of Service and Experience. 
Task offloading mechanisms may be required intra or inter-operator, deploying network and 
processing functions in the best possible node to offer advanced services with such expected and 
maintained quality in terms of security, latency, bandwidth, connectivity, reliability and computation, 
among others. Task offloading will also be supported by user-centric caching mechanisms (R15), 
allowing the mobility of virtualized services, deployed in different nodes, in a transparent way for the 
end consumer, a capability especially important in mobile scenarios or for handing over resources to 
other nodes. In addition, Task offloading involves a series of operations that should be tracked by the 
use of a blockchain., The mechanisms developed for this purpose will be used by operators to request 
services from others. Three types of task offloading policies will be developed to support NANCY 
architecture, namely, local offloading, full offloading, and partial offloading. Given the resource-aware 
mechanisms and the type of devices, the optimal policy will be selected. In particular, envisioned 
mechanisms will play a principal role in D2D capabilities, where connectivity, caching, and computation 
are three features that will be offloaded to provide availability of E2E services. One of the critical 
objectives of NANCY is to ensure reduced latency and high computational capabilities; to this aim, Task 
offloading mechanisms at the edge of the network are the technological propeller to provide this 
ambition. 
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Figure 13 Task offloading scheme 

 

Interconnections and dependencies with other results 
In the following a description of the relation of R14 with other results is given: 

- [R1] Task offloading is one of the central pieces related to the architectural realization of 
NANCY. Depending on the demanded task, the Cloud or the MEC may be adequate places to 
perform the required operations to achieve desired features. 

- [R2] Task offloading in D2D scenarios is crucial for the correct performance of the connection, 
caching functionalities and mobility, which may be triggered by task offloading requests. 

- [R7] A proper orchestration scheme is a prominent enabler to achieve the automation of task 
offloading. 

- [R8] Deployed and offloaded VNFs are resource monitored to grant resource usage 
optimization. 

- [R10] The models also include the selection of the nodes for task offloading, their scalability 
and the allocation of resources. 

- [R13] SDN is closely related to the autonomous deployment of the offloaded tasks, this task 
considers security to networking features as well as computing activities. 

- [R15] Certain tasks could have increased performance if user-centric data is brought close to 
the end-user, to this aim, task offloading will take advantage of cached content to deliver faster 
and better services. 

3.3.3. [R15] User-centric caching mechanisms 
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Technical advancements and innovations state-of-the-art at the date of writing 
The advent of Edge Computing (EC) along with the deployment of 5G networks has led to new 
communication models that require higher data rates, low latencies, and efficient power utilization. 
Standard network topologies cannot achieve such results, since the generated traffic puts enormous 
pressure on the network backhaul, and thus, lower data rates are expected. To address this issue, 
caching mechanisms are often employed which pro-actively transfer content (or services) to the Edge 
of the network. Within this context, user requests are served from the Edge, instead of the cloud/BS. 
As a result, a question arises on what (content) to cache and when to cache at the Edge. Previous works 
in the area suggest that pro-active content caching should also consider the energy consumption of 
the UEs [189] [190], while other works focus on efficiency in terms of cache hit rate [191] [192]. 
Regardless of the objective function (either energy or latency) of the researchers, there is a growing 
trend of using ML techniques to proactively deploy services and offload data to the Edge [193]. More 
specifically, RL methods are often employed due to their capacity to provide robust results in 
cooperative multi-agent environments [194]. D-RL techniques also show promise, in terms of cache hit 
rate, especially in Device-to-device networks (D2D) [195]. From the D-RL domain, Deep Q-Learning (D-
QL) algorithms [196] seem to achieve state-of-the-art performance since they can be used in dynamic 
network ecosystems with various content popularity, where different caching polices co-exist.  

On the EU-funded research side, 5G-Xcast [197] is an H2020 project that focuses on media delivery 
and media caching techniques. 5G-Xcast develops novel multicast modes that aim to increase the QoE 
of the end-users, by serving them media cached at the edge of the network. CacheMire [198] is an ERC 
project that employs collaborative QL approaches to optimise data caching in D2D networks. In 
CacheMire data is not necessarily cached at the Edge of the network; instead, it is stored on several 
user devices in a distributed way. Then, when a consumer requests data from the network, the 
envisioned QL technique is put into play which designates the device which will provide the data to 
the request. PriMO-5G [199] develops a data caching strategy for consecutive user demands in 
categorized contents. To accomplish this, researchers utilize schemes where they maximize the 
success of probabilities for content delivery of all users. 

Purpose of the component development in view of gaps defined in 2.3 
This result is closely linked to the achievement of near-zero latency connectivity. Future 6G services 
will have to be tailored to service and customer requirements. Among these requirements, latency is 
one of the most constraining components, requiring accurate predictive models that load the heaviest 
data and processes in advance, in order to be ready in advance of their use. This will not only reduce 
service consumption time but also energy consumption and compute load distribution will be 
improved by these caching methods. In particular, user-centric caching techniques aim to focus on 
preparing the infrastructure, processes, and dataset necessary to improve the user's service 
experience. User mobility is one of the main characteristics to be taken into account in the design of 
these mechanisms, facilitating the transfer of the required services to neighbouring nodes, e.g., at the 
edge, potentially visited by the end user.  

Technical advancements and innovations progress beyond the state-of-the-art at the time of writing 
NANCY envisions a social-aware user-centric caching mechanism, where the profiling of each user will 
provide the system with adequate data to efficiently predict and pro-actively offload data to the Edge 
of the network. To accomplish this, the content request history of each user will be monitored and will 
be fed to an RL model. This model will perform inference over the user requests (within a time window) 
and, through a reward function, it will make predictions on future data requests. In the sequel, NANCY 
will offload the selected data to the Edge, or to the nearest devices, so that to minimize E2E 
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transmission latency and to alleviate the backhaul pressure of the network. Different AI models will be 
explored which will be tailored to the current network conditions. For example, when the network’s 
backhaul, traffic is measured high, the AI models will adjust to compensate and thus, the data 
offloading process will be performed within stricter constraints. On the contrary, in situations where 
network traffic is low, the RL will employ looser criteria for the caching process. 

Contributions towards the realization of the NANCY architecture 
Supported by AI engines that select the best node to bring the content and the content to be cached, 
user-centric caching mechanisms are a crucial element to achieving almost-zero latency connectivity 
but also as enablers of D2D communications. Envisioned mechanisms will provide: i) reduction of the 
data retrieval time, storing frequently accessed content at the closest node of the edge, and preparing 
(e.g., instantiating) services and procedures that could be also reallocated in closer proximity; ii) 
lowering network congestion, as the mechanisms reduce the average time that the data must travel 
around the network to arrive to the final destination, avoiding centralised stations such as cloud 
centers, thus leveraging distributed architectures; iii) enhancing D2D communications, preventing the 
access to central cloud to deliver services, reducing latency and improving the quality of service and 
experience; iv) optimized content localization, leveraging the rest of the highlighted points, based on 
user and network patterns, allocate the necessary resources and content into the predicted nodes, 
recurring to the mobility of the cached content along with the mobility of the user; v) real-time data-
access, user-centric caching mechanisms are conditioned by network changes, they are adapted and 
can respond to real-time events, ensuring that the content is ready to be consumed at any moment, 
which improves the reliability and responsiveness of the system, especially in D2D scenarios; and vi) 
overall QoS improvement, well designed caching mechanisms that can select high-priority content are 
proved to enhance the overall QoS performance, maintaining low-latency and uninterrupted 
performance. 

Interconnections and dependencies with other results 
- [R2] User-centric cache mechanisms are essential blocks for D2D, given that the connection 

should be retained as close as possible to the source to reduce latency and provide high-quality 
services. 

- [R9] The cached content is evaluated to check for improvement in various areas of the system 
in order to detect which content is of high priority for certain services. Thus, evolving the AI 
learning processes. 

- [R14] Task offloading mechanisms are analysed rigorously to identify which content is 
categorized as high priority to the requested task and, thus could be optimized by allocating it 
at a closer edge node. 
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4. NANCY Overall Architecture 
In the NANCY project, it is anticipated that the implementation of an AI-optimized B-RAN architecture 
will facilitate the development of secure and private B5G networks. This advancement will go beyond 
localized enhancements limited to the radio access level, and instead, bring about a comprehensive 
transformation in which the network will seamlessly integrate data processing, storage, and transport 
connectivity functions. In addition to the imperative need for security and privacy measures, there are 
other crucial attributes that are essential for the successful implementation of B5G networks. These 
attributes are indispensable in order to effectively handle transformative applications. They 
encompass flexibility, adaptability to dynamic topologies, the ability to accommodate extreme wireless 
node densification, low-latency communication, ultra-high reliability, energy efficiency, and high-data 
rates. The NANCY framework incorporates the anticipated applications and qualities of B5G 
technology. As illustrated in Figure 14, NANCY places particular emphasis on three meticulously chosen 
representative usage scenarios, namely (a) fronthaul of fixed network topology, (b) advanced coverage 
expansion, and (c) advanced connectivity of mobile nodes.  

 

 

Figure 14 NANCY usage scenarios 

 

4.1. NANCY platform architecture 

NANCY aims to create a flexible, scalable, and energy-efficient platform for B5G networks, ensuring 
high security and privacy. This requires commercializing underutilized resources, adapting novel 
network technologies, and rethinking conventional network design principles. It focuses on AI-aided 
Blockchain wireless radio access B5G networks, which require a flexible, scalable, and powerful ML-
based orchestration framework, novel blockchain and attack models, a revolutionary network 
information theory approach, and cutting-edge technology components. The approach of NANCY is 
built upon three complementary pillars, i.e.,  

• Pillar I: Distributed and self-evolving B-RAN for dynamic scalability, high-security, and privacy 
in a heterogeneous environment;  

• Pillar II: Pareto-optimal AI-based wireless RAN orchestration for energy efficiency and 
trustworthiness; and  

• Pillar III: Distributed MEC for almost-zero latency and high-computational capabilities at the 
edge. 

The NANCY platform is developed in line with the B5G network evolution aiming to exploit 
underutilized resources and design innovative concepts for the proliferation of new DoFs. In this 
context, the NANCY project investigates, designs, develops, and validates the NANCY B-RAN 
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architecture, focusing on AI-based architecture built on SDN and MEC principles. The goal is to meet 
the requirements of the B5G era by proposing an AI-based architecture, accurately modeling and 
assessing its performance by means of respective Monte Carlo simulation theory, as well as in real-
world conditions, inventing new technologies and system concepts, and validating and optimizing 
them through five (5) testbeds/demonstrators. 

 

Figure 15 NANCY platform architecture 

As illustrated in Figure 15, the NANCY components include enabling common network functionalities, 
blockchain and cell-free radio access mechanisms, AI-based resources, and network orchestration, 
distributed and decentralized blockchain approaches supported by MEC, and proactive self-recovery 
and self-healing mechanisms. In more detail, Fig. 15 presents the ecosystem of NANCY as a whole. The 
layer of interest from the architecture point of view is the NANCY platform, which is the technology 
enabler of the innovative services that NANCY is expected to support. The NANCY platform contains 
the following modules: i) intelligent orchestration and resource management, ii) network analytics 
engine, iii) security, privacy and trust mechanisms, iv) blockchain toolbox, v) smart anomaly detection 
techniques, vi) proactive self-recovery and healing strategies, vii) computational offloading 
mechanisms, viii) proactive caching approaches, and ix) smart pricing engine. These modules will be 
integrated into the O-RAN architecture in order to transform B5G RANs into intelligent platforms, 
opening new service models to telecom/ISP and individual providers. It will also identify critical 
technology gaps and invent, optimize, demonstrate, and assess key enablers and future directions for 
the B5G RAN. 
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4.2. NANCY high-level network architecture 

Β5G/6G networks are expected to deliver a wide range of services across various vertical sectors, 
requiring rapid resource allocation and network orchestration. They are highly distributed, requiring 
technologies like cloud-edge computing, SDN, and NFV, increasing their complexity. To address these 
challenges, incorporating a decentralized network like Blockchain in distributed networks can provide 
seamless services to end-users with transparency, security, and reliability. 

 

Figure 16 NANCY high-level network architecture 

The NANCY high-level network architecture is depicted in Figure 16. The interconnections between the 
NANCY architecture and the various components of the core, edge, cloud, and RAN are presented. The 
core is deployed in the edge-to-cloud continuum, with the edge being governed by the mobile edge 
application orchestrator (MEAO) and the cloud by the network functions virtualization orchestrator 
(NFVO). Moreover, the RAN part of the architecture is denoted with the black dashed line and is based 
on the O-RAN architecture. The NANCY components are presented with yellow and purple denoting 
the network and Blockchain-oriented parts, respectively.  

The key enabling technology of NANCY is the blockchain, which is accessible to the various end users 
of the NANCY platform through the marketplace that resides in the interoperator domain. The 
interoperator domain is the central plain of the NANCY architecture and houses the components of 
NANCY that are deployed and shared between different providers. Such components include the AI 
model repository, computation offloading, user-centric caching, as well as quantum safety, grant/cell-
free access, anomaly detection, self-healing, and self-recovery mechanisms.  

To ensure uninterrupted connectivity and seamless movement of UEs, multiple mobile relay nodes are 
deployed to establish multi-hop networks. This ensures data hops, network reliability, and coverage in 
challenging environments. The network infrastructure provides radio interfaces for mobile devices and 
vehicles. An exhaustive control and pricing system, incorporating blockchain systems and smart pricing 
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policies, facilitates interoperability, security, trust, and efficient resource management. This 
collaboration enhances user experience and collaboration between operators. 

NANCY aims to address challenges in traditional O-RAN architectures by integrating cell-free access, 
multi-hop networking, and relay nodes. This approach improves resource allocation, synchronization, 
and scalability, allowing operators to adjust the number of RAN nodes as needed. Multi-hop networks 
efficiently redirect traffic to suitable RAN nodes, avoiding congestion. Operators collaborate to enable 
seamless connectivity between nodes, and blockchain systems will be used for secure transactions and 
authentication. This integration will also enable intelligent policies for resource sharing. 

The NANCY system is designed to handle increased demands for features like computational capacity, 
security, latency, and bandwidth. The project is multi-operator, with high demand peaks affecting node 
workload forecasts. User-centric caching mechanisms are crucial for NANCY, ensuring connections are 
kept close to the source to reduce latency and provide high-quality services. The cached content is 
evaluated to identify high-priority content for services, evolving AI learning processes. Intelligent 
orchestration, resource management, and task offloading mechanisms are also analyzed to optimize 
high-priority content allocation to requested tasks, potentially at a closer edge node. Offloading 
capacity within distributed nodes is crucial for system stability and performance. The offloading 
capability will be used for most services, including orchestration capabilities for automatic lifecycle 
management and resource scaling. The result heavily relies on AI engines for decision-making and 
support for various processes in the MEC. The offloading capability is central to the system's success. 

Each individual operator is connected to the interoperator domain in order to take advantage of the 
aforementioned functionalities offered by NANCY. In this direction, some NANCY components must be 
deployed on the premises of each operator and therefore will have multiple instances throughout the 
overall NANCY platform. Such components include the NANCY AI orchestrator, the AI virtualizer, the 
RIC manager, the experimentally driven RL optimization mechanisms, the XAI framework, and the 
smart pricing policies. These modules are necessary for supporting the necessary functionalities of the 
NANCY platform. Specifically, the AI orchestrator of each operator communicates not only with the 
components of the interoperator domain, like the marketplace, computational offloading, caching, 
and other, but also with the RIC manager and the AI virtualizer, in order to achieve the optimal 
instantiation and management of the resources of its operator. Furthermore, the smart pricing module 
is situated in the business support system (BSS) and provides the marketplace with the necessary 
policies for creating and updating the smart contracts before being deployed in the blockchain. Finally, 
the XAI framework communicates with the non-RT RIC in order to provide explainable insights into the 
various aspects of the network operations. 
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Figure 17 Flexibility of NANCY architecture using different configurations. 

Next-generation wireless networks need a major paradigm shift from the conventional network 
design. NANCY project incorporates B-RAN architecture and multi-hop systems to adapt to the fast-
changing communication environment while providing ultimate security in the B5G era. The 
decentralized design of B-RAN allows O-RU, O-DU, and O-CU to be distributed in the networks, and the 
benefits of this approach are multi-fold. For example, the scalability is expanded due to the nature of 
B-RAN, where B-RAN components can be deployed freely in the networks upon the operator’s 
requirements, allowing the operators to provide extensive coverage and overall good signal strength 
for users. More details are discussed in Section 3.1. Moreover, multi-hop networks can be established 
to avoid data congestion and ensure seamless communication for moving nodes with the help of the 
MRAT-NCPs and NANCY authentication, which enables the signals to be relayed from one node to 
another as long as the mobile equipment is granted by the NANCY Blockchain mechanism. The 
discussion can be found in Section 3.1.2. The aforementioned benefits are illustrated in Figure 14 
“NANCY usage scenarios.” while Figure 17 shows the flexibility of the NANCY architecture with 
different configurations. Furthermore, NANCY deploys distributed AI-powered elements among 
different domains in the network. These components are lightweight and capable of self-
optimization/healing, which can bring a high degree of automation and short deployment time to the 
network plan. More particularly, AI-based orchestrators can harness the power of machine learning 
techniques to develop solutions for network slicing in highly dynamic environments swiftly through AI 
virtualization. These so-called AI virtualizers can enhance the flexibility of resource managers by 
identifying the computational resources and making offloading decisions. Additionally, the 
orchestrators are able to deliver flexible management of different layers and perform resource sharing 
between operators through the NANCY blockchain and marketplace in the interoperators domain; the 
detailed architecture is shown in Section 4.3.  
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4.3. NANCY B-RAN architecture 

The B-RAN architecture focuses on the RAN part of the mobile network, which connects devices to the 
core network infrastructure, and the Blockchain, a distributed ledger technology that ensures secure 
and transparent record-keeping through a decentralized network of nodes. Smart Contracts, self-
executing contracts stored on the Blockchain, facilitate automated and secure interactions between 
network participants. The B-RAN architecture aims to enhance security and privacy in the management 
and operation of mobile networks, with Blockchain's decentralized and tamper-resistant nature 
providing protection against unauthorized access and data manipulation. 

 

Figure 18 NANCY B-RAN architecture 

  



D3.1 – NANCY Architecture Design 
 

 
82 

 

4.3.1. Blockchain 

The NANCY Blockchain is a fundamental element of the B-RAN architecture illustrated in Figure 18. It 
aims to enhance user privacy and security by combining anonymous credentials, such as SSI, with 
open-source implementations like Hyperledger Fabric. The proposed SSI infrastructure should have a 
data registry for cryptographic material, and the NANCY blockchain can serve as the data registry. The 
blockchain offers flexibility in implementing various solution models, including account models, UTXO 
models, structured and unstructured data, and Turing complete smart contracts. It also supports data 
privacy through channels or private data collections. NANCY's blockchain is designed for continuous 
operations, including rolling upgrades and asymmetric version support. Moreover, it provides 
governance and versioning of smart contracts and a flexible endorsement model for consensus across 
organizations. Another innovation offered by the NANCY blockchain is the protection of smart 
contracts against attacks, such as reentrancy attacks. Mitigation measures include static analysis, 
language-based security, and runtime verification. NANCY will also analyze and propose lightweight 
primitives for permissioned Blockchain. Users will be provided with a wallet that enables interaction 
with the blockchain, featuring post-quantum security. 

4.3.2. PQC 

All NANCY devices, either providers or consumers of resources, are authenticated and registered on 
the NANCY blockchain, allowing access to the ledger. End-users authenticate onto the NANCY 
blockchain using the PQC means. The public part of PQC credentials is stored on the NANCY blockchain. 
The PQC solution that is provided by partner TDIS, is likely the main dependency as it will enhance 
security for devices connected to the NANCY Blockchain, enabling the Blockchain to check transaction 
signatures. 

TDIS introduces PQC digital signature in the NANCY architecture to ensure blockchain security 
resilience. Current blockchain technology uses Public-key cryptography and hash functions, but SHA-
256 is considered quantum-safe. To address this, Public Key cryptography must be replaced with a 
quantum-resistant scheme. Public-key cryptography establishes a distributed consensus of trust, but 
wallets at endpoints can be hackable. To address this issue, quantum-safe crypto wallets secured by 
PQC digital signature are proposed. 

TDIS develops the Crystals Dilithium SHAKE with Security Level 3 for the PQC Digital Signature 
component within the NANCY project. The innovation will focus on maintaining requirement 
constraints while implementing a stronger PQC algorithm, ensuring a cost-effective implementation 
on small CPU devices, implementing high-security cryptographic algorithms with countermeasures 
against advanced attacks, and achieving acceptable performance compared to classical cryptography. 
Additionally, TDIS aims to introduce a novel mechanism for Crypto Agility. 

4.3.3. Smart pricing 

The Marketplace is a set of providers and consumers that exchange goods and services through smart 
contracts, maintaining authenticity, integrity, and privacy. The smart pricing module periodically 
updates smart contract data, connecting it to the Blockchain during operation. NANCY's smart pricing 
policies should incorporate security and privacy mechanisms, be scalable for large mobile users, and 
consider game theoretic pricing schemes to balance strategy and user choices. To achieve this, NANCY 
will integrate Blockchain into the RAN, enabling smart policies and AI techniques to provide monetary 
user incentives and regulate resource sharing. Offloading incentives, such as discounted access fees 
and token rewards, will be considered. Reputation-based incentives for users who consistently 
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contribute resources will also be considered, with higher reputation scores granting access to premium 
services, additional rewards, and tiered pricing based on resource contributions. 

4.3.4. Grant/cell-free cooperative access 

NANCY's architecture uses cell-free cooperative access mechanisms and multi-hop networks to 
improve mobile networks and B5G. These networks facilitate data transmission through multiple relay 
nodes, improving coverage, capacity, and efficiency. They also facilitate efficient traffic redirection to 
prevent congestion. NANCY addresses connectivity gaps and congestion by deploying relay nodes. It 
also enables UE to have unrestricted mobility, allowing them to connect to operators they don't belong 
to, ensuring uninterrupted and seamless connectivity. These mechanisms interact with the B-RAN 
architecture through lightweight consensus mechanisms, decentralized blockchain components, and 
smart pricing policies. As a result, data integrity and privacy are ensured through blockchain systems, 
recording transactions and agreements between operators.  

Enhancing the Ο-RAN architecture requires focusing on dynamic confirmation control and quantum-
resistant encryption methods. Dynamic confirmation control can improve network security by 
adjusting the trade-off between latency and security, while quantum-resistant encryption and trustless 
consensus procedures can enhance security. Real-time QoS monitoring, blockchain-based reputation 
systems for Access Points, smart contracts for dynamic QoS control, and decentralized auditors for 
public performance can also improve quality assurance. These developments will define B-RAN, 
ensuring greater security, robust service quality, and adaptability to advanced technologies. 

4.3.5. AI-based orchestration 

NANCY is leveraging AI-based orchestration capabilities to autonomously manage radio, network, and 
computation resources in network slices, aiming to achieve E2E service delivery. The system aims to 
enable inter-operator resource orchestration, enabling resource sharing between operators 
independently of network segments and layers. Blockchain plays a crucial role in radio resource 
orchestration, providing trust mechanisms for various purposes. AI engines control and enhance 
orchestration procedures, such as optimizing radio resource allocation and placement. Reinforcement 
learning allows for an AI solution to adapt to dynamic changes and use advanced techniques like 
transfer learning. This allows for flexible and elastic network slicing, allowing the solution to quickly 
adapt to the deployment environment. For example, an AI-based slicer evaluates specific requirements 
for an application, such as bandwidth, latency, and processing power, and selects the required 
resources to instantiate the network slice. Over time, the agent learns to optimize network 
performance. 

4.3.6. Self-evolving AI model repository 

In the same direction as the orchestrator, the introduction of a self-evolving AI model repository will 
significantly improve AI-native RAN systems by reducing inference time and optimizing response times. 
NANCY aims to develop automated approaches to feature selection, model search, and selection based 
on ML/AIOps principles and tools. The project uses the NANCY common data model, which allows 
features to be selected, combined, and engineered using classical feature interaction and enrichment 
approaches or representation learning techniques. The pipeline also enables uploading and training 
contributed models on-demand or scheduled using neural architecture search and hyperparameter 
optimization techniques. This shift from monolithic models to dynamic model selection represents a 
new era in machine learning. The self-evolving AI model repository champions specialization, tailoring 
each model to excel in specific tasks or environments. This approach provides a more streamlined and 
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efficient path for AI model deployment and administration. The NANCY platform aims to bolster its 
adaptability and versatility by enabling fluid retraining and updating models with diverse datasets and 
facilitating feature extraction from substantial data volumes. 

4.3.7. Experimentally driven RL optimization 

The experimentally driven RL optimization of B-RAN aims to improve intelligent components in O-RAN 
networks. This component will focus on fast, real-time decision-making, achieving ultra-low latency 
delays. The model will consider noisy or incomplete data and use feature extraction techniques to 
alleviate penalties. The module will expand input data dimensionality through multiple layers of 
feature extraction operations, feeding extracted features to the ML model. Data gaps or 
inconsistencies will be considered low-quality features and play a trivial role in decision-making. To 
increase model adaptability to complex environments, NANCY will consider early-exit-inference 
mechanisms, which enable the AI model to stop the inference process according to network conditions 
or functional requirements. This will be particularly useful in lower resource variability environments, 
where the model can generate predictions earlier. 

NANCY is developing a re-trainable optimization framework for resource allocation, using 
reinforcement learning (RL) techniques. The framework will use an agent-based modeling approach to 
select the optimal number of resources in real-time. The agent engages in a decision-making process 
and is rewarded for each decision. The dynamic reward function, which changes according to network 
conditions, will enable faster convergence to the optimal decision point. This approach merges the 
learning rate of the neural network with the RL's reward function, achieving faster convergence rates 
and making it efficient for real-time systems requiring quick decision-making. 

4.3.8. AI virtualizer 

The experimentally driven reinforcement learning optimization of the B-RAN module is linked to the 
AI orchestrator, the novel AI virtualiser for underutilized computational and communication resource 
exploitation, and the novel self-evolving AI model repository. The AI orchestrator provides network 
organization details. The self-evolving model repository updates its internal state to keep its internal 
state in sync with network conditions. The repository also engages in model retraining actions to 
improve stored models' performance. Finally, the experimentally driven reinforcement learning 
optimization of B-RAN constantly requests optimized network versions from the AI virtualizer, which 
interacts with other NANCY modules, managing ML-OP and lifecycle with the help of the novel self-
evolving AI model repository.  

O-RAN uses machine learning to enhance network adaptability, efficiency, and responsiveness to user 
needs. However, it lacks a fully operational intelligent orchestrator integrated with ML technologies. 
The proposed AI virtualizer in NANCY aims to improve the orchestrator's functionality by incorporating 
ML interactions, optimizing resource utilization, and enhancing resource manager adaptability. 
Specifically, it identifies necessary computational resources and makes offloading decisions, allowing 
for the exploitation of unutilized resources. The virtualizer aims to mitigate inter-slice conflict and 
minimize underutilization by intelligently using spare resources from concurrent slices without 
exchanging monitoring data. Based on a multi-agent deep reinforcement learning (MA-DRL) 
communication framework, each slice has one agent responsible for resource orchestration via CPU 
scaling. DRL agents learn and discover signaling policies cooperatively, guided by a reward function 
that penalizes conflicts and underutilization while minimizing latency. 
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4.3.9. Task offloading 

Towards the same direction, task offloading is a crucial aspect of NANCY architecture, enabling the 
correct performance of connections, caching functionalities, and mobility in D2D scenarios. A proper 
orchestration scheme is essential for automating task offloading. Deployed and offloaded VNFs are 
monitored for resource usage optimization. Models include selecting nodes for task offloading, scaling, 
and resource allocation. SDN is closely related to autonomous deployment of offloaded tasks, 
considering security, networking features, and computing activities. Task offloading can increase 
performance by bringing user-centric data closer to the end-user, utilizing cached content to deliver 
faster and better services. 

Task offloading mechanisms are a key component of the project that contribute to responsible energy 
consumption and ensure quality of service and experience. These mechanisms can be used intra or 
inter-operator, deploying network and processing functions in the best possible node to offer 
advanced services with expected quality in security, latency, bandwidth, connectivity, reliability, and 
computation. User-centric caching mechanisms support the task offloading, allowing transparent 
mobility of virtualized services in different nodes. Task offloading operations are tracked using a 
blockchain, and three types of policies will be developed to support NANCY architecture: local 
offloading, full offloading, and partial offloading. These mechanisms will play a crucial role in D2D 
capabilities, ensuring reduced latency and high computational capabilities. 

4.3.10. Social-aware caching 

Alongside task offloading, NANCY’s social-aware caching will utilize user profiling to efficiently predict 
and offload data to the network's Edge. The system will monitor user content request history and feed 
it to a reward function, which will perform inference to predict future data requests. The data will then 
be offloaded to the Edge or nearest devices to minimize E2E transmission latency and alleviate network 
backhaul pressure. Different AI models will be explored to adjust to network conditions, such as high 
backhaul traffic or low network traffic, adjusting the data offloading process accordingly.  

These mechanisms will also focus on D2D communications to prevent access to central cloud, reducing 
latency and improving service quality. Optimized content localization is achieved by allocating 
resources and content into predicted nodes based on user and network patterns. These mechanisms 
are conditioned by network changes and can respond to near real-time events, ensuring content is 
ready for consumption at any moment. Overall, well-designed caching mechanisms that select high-
priority content enhance overall QoS performance, maintaining low-latency and uninterrupted 
performance. 

4.3.11. Anomaly detection, self-healing, and self-recovery 

The next-generation SDN-enabled MEC for autonomous anomaly detection, self-healing, and self-
recovery module will focus on high energy efficiency, data security and privacy, and provisioning of 
edge intelligence to the UEs. The ML models will be trained considering the remaining battery of UEs, 
identifying anomalies with low remaining battery and deploying mitigation measures. The local model 
training process will minimize computational complexity, saving energy and resources. Data security 
and user privacy are guaranteed due to the FL's nature, with user data confined within each UE and 
dispatched only to a sink node for model aggregation. The module also provides edge intelligence to 
end-users through a distributed scheme, allowing the edge to adaptively serve multiple UEs and 
collectively utilize a large pool of computational resources. This innovative approach aims to solve gaps 
in edge computing ecosystems and push innovation limits. To achieve this, this module will take 
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advantage of the novel AI virtualiser to assess computational resources and will capitalize on the 
trained models of the self-evolving AI model repository. 

4.3.12. XAI framework 

Finally, the XAI framework will provide non-real-time explanations and be accessible to NANCY users 
with the required authorization. It will communicate with the non-RT RIC and it is closely linked to the 
self-evolving AI model repository aiming to support the interpretation and explainability of decisions 
and predictions made by novel AI models. The 4-stage XAI engine uses SHAP and LIME technologies to 
explain local model behavior and provide global insights into the importance of specific features. The 
SHAP algorithm extracts SHAP values, which are used for descriptive elements like feature 
dependencies, explanations, and models' summarization. The LIME technique then produces local 
explanations, feature importance, and model evaluation. The outputs from the second and third stages 
are fed into the final stage for diagnosis and decision-making tasks. 

4.4. NANCY orchestration architecture 

 

Figure 19 NANCY orchestration architecture  

B5G architectures are composed of several domains, RAN, Edge, Transport, Core, Cloud... which 
underlying technologies and infrastructure are specifically related to the specific domain. Despite the 
fact that virtualization provides flexibility to the functionality of each of the domains, certain 
requirements affect directly how the domain must work and cooperate with other domains to 
maintain the stability of the system and services.    

In Figure 19, the NANCY orchestration architecture is proposed, the framework is characterized by:  
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• A single B5G Monitoring and Control Network Domain: It has a global view of the 
resources and capabilities of the different underlying domains. The B5G Monitoring and 
Control Network Domain coordinates the procedures involved in the deployment and 
management of slices, by enforcing the different actions that should take place on each of 
the domains to provide connectivity, reliability, security, and QoS. The E2E management 
domain is fed by the data provided by the domains belonging to the operator, allowing the 
dynamic correlation of heterogeneous structured data to make accurate decisions, based 
on different ways of analysis.   
• On the other hand, each of the domain’s control management interacts directly with 
the infrastructure to deploy and configure specific assets, serving as an entry point for the 
Orchestration domain to enforce intents and for the devices to request task offloads. The 
orchestration will be adapted depending on the availability of orchestration services (OSM, 
K8S, OpenStack...), the local domain controllers (e.g. RAN Controller) and available 
technologies.  
• Finally, in order to enable inter-operator resource sharing, the virtualised resources 
will be offered and requested by the different participating operators in a centralized 
Marketplace which has to be continuously within the orchestration loop in order to be 
updated with the status of the traded resources in real-time. The transactions record will 
be maintained in a distributed blockchain which will ensure the trustworthiness and good 
operation of the whole system.  

A detailed description of the overall building blocks of the orchestration architecture presented in 
Figure 19 is provided as follows:  
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Control Loop  

The orchestration is automated via intents, which means that different steps are defined, namely, 
Decision, Acting, Monitoring, and Analysing, Figure 20 represents the interactions of the steps, whose 
functionality is as follows:  

 

Figure 20 NANCY orchestration control loop 

• Decision: The Decision step is triggered right after receiving an intent by the SLA derivation 
procedure from the SLA Manager or by an alert raised due to the analysis performed from the 
collected data. The AI-based engine will then select the most suitable asset option and location 
to enforce the received intent.  

• Acting: Once the intent is created, acting is the process of deploying and configuring, through 
orchestration, the required services to provide the requirements specified in the SLA.  

• Monitoring: Every requirement specified in the SLA is monitored to ensure compliance with 
the SLA, the extracted data from the infrastructure are structured to ease further analysis and 
correlation.  

• Analyzing: Monitored data are tracked by the Analysis Engine that yields pattern detection, 
which feeds the Decision Engine. The pattern detection process involves security anomalies 
and context prediction (e.g., resource usage or mobility transition). 

As a result, all the mentioned Managed Entities (ME) receive precise configurations to adapt to context 
changes. The functionality that delimits each of the steps could be performed by one or more entities, 
such as specialized agents that only cover certain technology, or aggregation points that correlate 
information and can act seamlessly in different domains and technologies. 

In this regard, the Task Offloading mechanism will be translated into an intent-based action, where the 
request will be analysed, in order to determine if the task can be addressed properly (available 
resources in the involved domains) and the Decision Engine will select the most appropriate solution 
to the intent (e.g., location and allocated resources), afterwards the Orchestrator will deploy and 
configure the offloaded task.  
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Managers and Controllers  

These modules support the orchestrator in transferring specific actions to entities and domains which, 
due to the adoption of a unique type of language and the specificity of the parameters involved, cannot 
be carried out directly through well-known orchestrators such as OSM} or K8S. The main characteristic 
of these components is their modularity, allowing the incorporation of new managers and controllers 
in a seamless and straightforward manner. Thus, enabling the scalability of the system without the 
need to incorporate changes in the rest of the Control Loop processes.  

Decision  

The Decision module is based on AI and aims at deducting the best way to resolve requests. These 
requests can take the form of a SLA or an alert produced by the analytics system. The Decision system 
will also have extensive knowledge of the existing infrastructure in order to create determined actions 
to relate requests to specific parts of it. As part of the actions to be executed, the continuous 
monitoring of the SLA requirements is covered, as well as the corroboration that the recommended 
action fulfills the objective that motivated it.  

Slice Manager  

A slice manager is a system that effectively handles shared resources by facilitating the registration, 
retrieval, and deletion of "partitionable" resources provided by the infrastructure owner. These 
resources primarily include computing resources, network resources (specifically for the network 
interfaces of computing resources), and access network resources. The slice manager also plays a 
crucial role in managing the chunking or partitioning of these resource types. This involves dividing the 
resources into smaller units, such as compute chunks based on tenants at the Virtualized Infrastructure 
Manager (VIM) and Network Function Virtualization Orchestrator (NFVO) level, network chunks for 
isolated networking of tenants, and access chunks based on concepts from the RAN Controller, which 
represent a subset of wireless interfaces or cells. Additionally, the slice manager is responsible for 
overseeing the lifecycle of slices, which are collections of the aforementioned resource chunks 
associated with a specific slice user or vertical. The manager handles various aspects of the slice 
lifecycle, including slice creation (grouping resource chunks), slice activation (requiring service 
deployment for slice establishment), and triggering the instantiation of vertical services on slices, along 
with supporting actions such as DNS provisioning. Moreover, the slice manager utilizes vertical service 
descriptors from the NFVO catalogue to facilitate the provisioning and management of these services 
within the slices.  

Multi-tier Orchestrator  

The multi-level orchestrator is an abstraction of the orchestration capabilities concept that offers high 
flexibility for action deploying across different domains. It conforms the main piece to allow the 
execution of actions by logically interconnecting the decision module and other architectural 
components such as OSM or by directly interacting with controllers to allow configuration or 
instantiation of particular elements associated with specific functions (e.g., RAN controller or SDN 
switches). Therefore, this module is in charge of deciding where and how to deal with potential actions, 
relying on the support provided by the controllers and managers, as well as, coordinating clusters of 
K8S and OSM placed at different locations.  
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Analytics  

The analytics module receives the monitored data from the infrastructure components and performs 
a state of the system analysis which is essential to check if the established SLA are being met.  
Additionally, this module performs a continuous learning of the system, allowing its evolution through 
ML techniques towards optimized continuous KPIs assurance. The analytics module has four main 
functionalities, namely, (i) measuring the performance of the system, including the analysis of the 
requirements established in the SLA, (ii) measuring the use of resources, aiming to maintain an optimal 
state of the resources needed to guarantee the correct functioning of the system, (iii) detecting 
anomalies in the behaviour of the users or the system itself, focused on guaranteeing permanent 
security at different levels of the system, and (iv) establishing predictive models, referring to the 
previous three points, which allows early action in situations that could put the quality and continuity 
of the services at risk.  

Blockchains  

Blockchain agents are responsible for keeping a record of the resource-sharing agreements made 
between different operators in the SLA format. In addition, for each of the leased resources, the 
blockchain will also irrefutably certify the resources in each of the domains necessary to meet the SLA; 
for each of these resources, the price agreed between the operators will be added as well. In essence, 
the blockchain agents are located in all those places of the infrastructure that can be shared directly 
or indirectly with other operators, in such a way that they serve to increase the distribution of the 
blockchain nodes and thus, enhance the reliability of the system. 

MarketPlace  

This module comprises a centralized location connected to all operators participating in the blockchain 
system, and therefore able to share and request resources. The marketplace is responsible for 
registering all requests from the different operators, both to publish resources and to request them. 
In addition, when resources are requested, the marketplace is responsible for generating the SLA that 
is forwarded to the operator's orchestrator. Prior to the deployment, the SLA must be analyzed by the 
operators to check the feasibility before being added to the blockchain. Once the operators have 
accepted the SLA the deployment procedure starts via orchestration. The marketplace has the 
following components: 

• Resource Pool: It is the place where operators publish and request resources available. The 
resources are related with a prizing and grouped by operators or type of resource. 

• SLA creator: module that receives the request and creates and SLA as a contract between 
customer operator and provider operators. 

• Blockchain: one node of the blockchain in which accepted SLA between operators will be 
added as a block. 

4.4.1. VNFs Orchestration 

In NANCY, the orchestration and deployment of VNFs are accomplished with different technologies 
according to the use case and the domain where these functions must be deployed. According to the 
ETSI MANO the Slice Manager relies on the NFVO to address all the management requests that require 
the deployment or reconfiguration of a function or service. The NFVO, in turn, translates this request 
into a specific action that involves creating, deleting, or moving a VM or container. Specifically, this 
action is delegated to the VIM (Openstack or Kubernetes). The interconnection between Slice 
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Manager, NFVO, and orchestration solutions is better depicted in Figure 21 (where the NFVO instance 
in the Openstack case is realised by the OSM block). 

Depending on the domain where the virtual functions are deployed, alternative virtualization solutions 
might be involved. Specifically in the edge domain, a virtualization technology based on VOSySmonitor 
can be considered for the deployment of VMs, labeled “VOS VM” in the picture. These VMs are 
specifically designed for the edge where ARM-based embedded systems can be utilized as energy-
efficient servers. VOS VMs are not technically VMs, but rather partitions of the hardware where an OS 
runs bare metal. This solution yields better efficiency compared to VMs as there’s no involvement of 
a hypervisor layer. From the management perspective, these partitions can be viewed as VMs, which 
can be deployed and destroyed as needed by the VIM. 

On more general Linux-based machines, the performance of containers and virtual machines can be 
managed by leveraging the SCHED_DEADLINE scheduling class of Linux [200], which allows reserving a 
portion of the available processing bandwidth to a specific virtual CPU, also guaranteeing a maximum 
service delay. This also allows for avoiding underutilization of the computing platforms that occurs 
when using a coarse-grained one-to-one mapping between physical and virtual CPUs, which results in 
inefficiency in the presence of lightweight network functions. SCHED_DEADLINE was originally 
implemented to assign only one thread to each reservation; nevertheless, it has been more recently 
extended to support groups of threads within the same reservation [181], thus becoming an attractive 
option for Linux-based containers and VMs. 

 

Figure 21 Virtualization technologies overview 
4.5. NANCY architectural extensibility 

4.5.1. Reconfiguration 

The proliferation of mobile Internet and advancements in 5G and beyond technology have resulted in 
the appearance of new services and an increase in the already substantial volume of data traffic. This 
places a significant strain on resource management. An efficient and adaptable resource management 
system is crucial in B-RAN to handle multidimensional resources such as radio, computer, and storage 
resources. The use of these resources is impacting the efficiency of the network, and the coordination 
of their administration presents difficulties.  
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Spectrum resources are the fundamental radio resources in wireless communications, and their 
availability is becoming more limited due to the growing demands of various applications for low 
latency and high throughput. B-RAN provides a spectrum-sharing platform that is transparent to all 
players, including both the spectrum holders and requesters. More precisely, the spectrum-sharing 
platform may be constructed using nodes that possess ample storage capabilities, such as APs, edge 
nodes, and UEs. Subsequently, the data on spectrum access and usage may be securely stored in the 
blockchain, ensuring data immutability, and facilitating the decentralized administration of the 
spectrum.   On this platform, the users submit smart contracts that include information about their 
spectrum requests, such as bandwidth requirements and power use cycle, to be published on the 
public spectrum. The access service providers have the ability to verify their local copies of the 
distributed ledger, ascertain the spectrum allocation plan, and authenticate the smart contract. The 
exchange of spectrum between the individuals making requests and those responding may be 
efficiently executed via the use of a smart contract. Subsequently, the spectrum resources associated 
with the smart contract will be automatically granted authorization to the individual making the 
request. Furthermore, it should be noted that individuals who possess spectrum prioritize their own 
interests and are often hesitant to share them because of the detrimental effects caused by co-channel 
interference. In order to tackle this problem, it is possible to create incentive mechanisms based on 
blockchain technology. These mechanisms would encourage spectrum holders to share their spectrum 
and ensure that all parties involved in a transaction adhere exactly to the terms of the transaction. This 
would ultimately enhance the use of wireless networks' spectrum. 

B-RAN includes a vast array of edge devices equipped with computational capabilities. Efficient 
management and reconfiguration of these computational resources may greatly enhance the 
performance of the B-RAN. This is accomplished by the AI-orchestration engine of NANCY and the 
computational offloading and caching mechanisms. Specifically, the resource requests are handled via 
the smart contract, which includes details such as task computing information, necessary computing 
resources, time limitations, and rewards. The resource providers who own unused computing 
resources and are interested in renting them may access the smart contract. They can review the tasks 
and decide whether to accept the request based on their available resources and predicted costs. A 
smart contract will be executed after both sides have concluded the match. The computational results 
and transaction details will be uploaded to the blockchain network for authentication. Additionally, a 
reputation incentive system may be established inside the smart contract, whereby the reputation of 
a participant is assessed based on the quality of service and their display of honest conduct.   
Participants with a better reputation will be given more precedence when it comes to posting or 
receiving requests. Finally, storage resource management is crucial in B-RAN because the edge nodes 
may be hesitant to contribute their store resources owing to capacity limitations. In order to address 
this issue, it is necessary to provide cache incentive mechanisms that encourage the edge nodes to 
share their cache capacity. Blockchain-based smart contracts are used to provide a decentralized 
agency mechanism, allowing content providers to compete and cooperate in order to achieve optimal 
content distribution performance.  

4.5.2. Flexibility/Elasticity 

The proposed B-RAN architecture enables the integration of customizable smart contracts to facilitate 
the flexible administration of diverse services. It is designed to be compatible with both existing 
networks and upcoming applications. For instance, RAN sharing encompasses several scenarios, 
ranging from the sharing of spectrum to the sharing of infrastructure. These scenarios are anticipated 
to enhance both spectral and energy efficiency, while also reducing operating and capital expenses. 
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This scenario integrates the adaptability of O-RAN software and virtualization with the responsiveness 
and adaptability of closed-loop control. In this respect, the field of network management and 
orchestration is progressively shifting towards higher degrees of automation and complete closed-loop 
control. This is facilitated by the simultaneous implementation of developments in AI/ML technology. 
The purpose of this shift is to establish a structure that effectively promotes dependability, 
adaptability, durability, and accessibility by using the notion of "continuum orchestration" - which 
refers to the seamless coordination among devices, edge computing, and cloud computing to manage 
changes in infrastructure, needs, and failures. 

The existing blockchain solutions are plagued by significant processing and packet overhead, as well as 
restricted scalability. The scalability of the blockchain might act as a bottleneck, restricting the 
efficiency of decentralized networks based on blockchain technology. However, this pace is considered 
too sluggish for maintaining highly dynamic wireless networks. Advanced blockchain technologies, like 
Lightning and Raiden, are anticipated to assist in resolving dynamic networking issues.  

In order to effectively use B-RAN on a broad scale in the future, it is crucial to create a blockchain 
architecture that can be easily expanded and supports the collaboration of several chains. 
Nevertheless, the interchange of information across various chains is challenging owing to the 
obstacles that exist among them. This poses a significant difficulty in terms of scalability when 
implementing the B-RANs. The obstacles that restrict the sharing of information across different chains 
may be categorized into two main types: On the one hand, it is necessary to validate the transaction 
status from the previous chain in the current chain using a distributed approach. On the other hand, it 
is crucial that the total quantity of the token from the preceding chain remains unchanged throughout 
the cross-chain transaction procedure. Network sharding is a crucial technique for enhancing the 
scalability of BF-RAN. It serves as an on-chain growth tool. Blockchain sharing involves the partitioning 
of nodes in a blockchain network into many autonomous shardings.   Each sharding operation handles 
and saves a tiny segment of transactions and network states, respectively. Consequently, the use of 
numerous shardings enables the simultaneous processing of transactions, thus enhancing the overall 
throughput of the networks. Nevertheless, when the quantity of shardings escalates, the level of 
security in the blockchain network diminishes in a linear fashion. Furthermore, blockchain is 
fundamentally a decentralized method for managing ledgers, which involves the recording and 
verification of transactions. Within the B-RANs, every node in the network is required to maintain a 
portion or the whole of this ledger. As the number of transactions grows, this may result in a significant 
storage strain on the edge nodes, particularly those with low storage capacity. 
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5. Requirements of the In-lab Testbeds 
Italian in-lab testbed 
The Italian in-lab testbed hosts the hardware and software components that allow reproducing, in a 
limited indoor isolated environment, the Usage scenario “Fronthaul network of fixed topology” in two 
different situations: “Direct connectivity” and “Coordinated Multi-Point (CoMP) connectivity”. These 
usage scenarios are detailed in D2.1.  

Furthermore, the Nancy architectural components that are relevant for the Italian in-lab testbed are 
those linked to the NANCY’s project results listed below: 

• [R1] B-RAN architecture and attacks modelling 
• [R2] Novel trustworthy grant/cell-free cooperative access mechanisms 
• [R3] A novel security and privacy toolbox that contains lightweight consensus mechanisms, 

and decentralized blockchain components 
• [R4] Realistic blockchain and attacks models and an experimental validated B-RAN theoretical 

framework 
• [R5.3] Quantum Safety Mechanisms - PQC signature blockchain 
• [R6] Smart pricing policies 
• [R7] AI-based B-RAN orchestration with slicer instantiator 
• [R8] A novel AI virtualiser for underutilized computational and communication resource 

exploitation 
• [R9] Novel self-evolving AI model repository 
• [R10] Experimentally driven reinforcement learning optimization of B-RAN 
• [R11] Semantic & goal-oriented communication schemes for beyond Shannon excellence 
• [R12] An explainable AI framework 
• [R14] A computational offloading mechanism with novel resource-aware/ provision scaling 

mechanisms and novel battery as well as computational capabilities aware offloading policies 
• [R15] User-centric caching mechanisms 

 

Based on the above and on the NANCY architecture, the initial architectural components relevant to 
Italian in-lab testbed that have been identified are: 

• Blockchain 
• Theoretical modelling verification 
• Anomaly detection 
• AI-based orchestration 
• Task offloading 
• Caching mechanisms  

 

The following Figure 23 shows the initial environment, alongside the schematics of the main 
functionalities, made available in the ITL Italian indoor lab for NANCY’s testing activities relevant for 
Italian in-lab testbed.  
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Figure 22 Schematics of the main functionalities of the ITL Italian indoor lab 

  

Taking into account the above, the Antenna site and the Edge site, provided by ITL lab, will host the O-
RAN functions together with the required extensions and the architectural components specified and 
developed by NANCY that are relevant for the Italian in-lab testbed. 

Based on these initial requirements, coming from the NANCY architecture definition, D6.4 will specify 
in detail the architectural design of the testbed, together with the characteristics and the detailed 
specification of the hardware and software components, and the activities plan for the Italian in-lab 
testbed. 

Greek in-lab testbed 
The Greek in-lab testbed will realize the coverage expansion use case. To this end, the following 
hardware equipment is used for deploying two 5G BSs (i.e., two gNodeBs): 

1. Two Ettus Research USRP B210, one acting as the main BS and one as the intermediate BS. 
2. Two high-performance laptops for managing the USRPs using the USRP Hardware Driver 

• Intel i7 20-thread & Intel i7 12-thread CPUs 
• 32 & 16 GB of RAM 

3. A Quectel RM520N-GL 5G Module is used to connect the intermediate node to the main BS. 

Furthermore, a Waveshare 5G Hat, based on the SIM8200A-M2 5G module, is used as user equipment 
(UE) that connects to the main and intermediate BS. Finally, two programmable sysmocom sysmoISIM-
SJA2 subscriber identity modules (SIMs) are programmed to connect and authenticate with the 
respective BSs. 

The hardware components of the testbed are illustrated in Figure 24: 
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Figure 23 Picture of the testbed equipment 

Concerning the software components, Open5GS is used for providing core network functionality, while 
srsRAN is used for deploying a USRP-based 5G BS. Moreover, FlexRIC is used as a near-real time RAN 
intelligent controller. 

The experiments that will take place in the Greek in-lab testbed involve two scenarios, namely A) a 
scenario in which the UE is connected directly to the BS, and B) a scenario in which an intermediate 
node is used to provide coverage to the UE. The two scenarios are depicted in the following Figure 25: 

 

Figure 24 Scenarios A-direct connection to the BS, and B-connection to the BS trough intermediate node 

The Greek in-lab testbed is focused on evaluating and validating the NANCY outcomes in coverage 
expansion scenarios. To this end, a video streaming application will be employed. In general, streaming 
applications require the transmission of large data volumes with low latency. Therefore, they are 
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useful assets for evaluating and assessing network performance in real-time. Furthermore, other traffic 
generation tools, such as the iPerf3 software, will be employed to create additional network traffic.  

In more detail, the video streaming application and the traffic generation tools will run in both 
scenarios and the respective network performance metrics will be assessed. The self-recovery/healing 
and caching are two aspects that will be also investigated in the Greek in-lab testbed. Specifically, the 
intermediate node may become unavailable (for instance, when the node is turned off or is 
compromised due to a cyberattack). In addition, a moving device may need to disconnect from the BS 
and connect to the intermediate node for energy-efficiency reasons. To ensure a constant stream of 
video data, the handover between the BS and the intermediate node will have to take place with 
minimum delay. 

Italian Massive IoT Testbed  
The Italian Massive IoT testbed aims to demonstrate a fixed topology fronthaul network with direct 
connectivity. This setup could showcase specific aspects and applications related to IoT Technology.  

Fronthaul networks can indeed be deployed in both point-to-point and point-to-multipoint topologies, 
offering different advantages based on the specific needs of the network and the applications it 
supports. 

The testbed highlights three major areas where NANCY usage scenarios can be demonstrated: 

• uRLLC: Ultra Reliable Low Latency Communication  
• mMTC: Massive Machine Type Communication (IoT)  
• eMBB: Enhanced Mobile Broadband – high speed 

mainly validating the functionalities mentioned below.               

• Self-healing and self-recovery 
• Post Quantum Cryptography (PQC) 

 

The Italian commercial 5G testbed is set to utilize a radio access network with new encryption 
algorithms for secure traffic delivery, illustrated in the following Figure 26. 
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Figure 25 TEI’s testbed topology for NANCY 

The features mentioned above will be deployed and assessed in the testbed located in Genoa (Italy). 
This testbed is part of the Italian Ericsson Research and Development organization, and it is a private 
Network in a controlled environment. 

The Ericsson Mobile Network used for the tests will evolve throughout the project: it allows to collect 
results during the applications integration facilitating the comparison of the performances in the two 
architectures. 

In the first phase, a non-standalone (NSA) architecture is implemented. From the RAN perspective, the 
Ericsson Radio4422 and the Baseband 6648 will be used. In this scenario, the server for the application 
will be connected to the EPG and reachable by the client side through a dedicated 5G device. The 
fronthaul connection is implemented by the optical Ericsson FH6000 family nodes, allowing a fully 
flexible optical transport solution.  

The second phase foresees the usage of a standalone (SA) architecture with the advantages of a full 
5G mobile network. From a hardware perspective, the baseband will be the same (BB6648), the 
fronthaul solution will be based on the same FH6000 family nodes scaling the fronthaul rate at 25Gb 
(eCPRI), while the radio solution will be evaluated, depending on the phase 1 test results, between a 
wide range of available nodes. Nowadays AIR6419 and AIR1281 are the two considered solutions: they 
are already integrated in the laboratory, and they could be the most interesting implementation for 
the project scope.  
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6. Requirements of the Outdoor Testbeds 
Greek Outdoor Testbed  
In the Greek outdoor testbed, the following sub-use cases are expected to be demonstrated.   

• Advanced coverage expansion-multi-hop connectivity  
• Advanced coverage expansion-Ad-hoc mesh connectivity 
• Advanced coverage expansion-Point-to-multipoint connectivity 

validating the functionalities mentioned below.   

• AI-based B-RAN orchestrator  
• Computational offloading and social-aware caching, and  
• Smart pricing  

 

The testbed that will be provided by OTE for the implementation of the NANCY Greek outdoor 
demonstrator is depicted in the following Figure 27: 

 

 

Figure 26 Topology of the OTE’s outdoor testbed 

 

To deploy and assess the aforementioned features of the NANCY architecture, this testbed will be 
located in Athens, under the leadership of OTE and it will use the following equipment:  

Mobile network hardware: OTE will provide an ATHONET 5G SA  core network, including:  

• Two UPFs to emulate edge and core 5G network Data planes 
• The following 3GPP Control Plane Network Functions: Access and Mobility 

Management Function (AMF), Session Management Function (SMF), Authentication 
Server Function (AUSF), User Data Management (UDM) Function 

• Supporting 3GPP interfaces: N1, N2, N3, N4, N6 to be hosted at OTE Cloud facilities 
• Network Slicing  

The RAN will consist of:  
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• Ericsson BBU 6630 
• Radio Unit 4408 
• IRU 8848 + Dot 4479 B78L  

The partners-owners that participate in this demonstration will integrate their components in the 
above-mentioned testbed for the successful implementation of the respective functionalities. 

Spanish outdoor testbed 
The Spanish outdoor testbed hosts the hardware equipment and the software components that allow 
reproducing the usage scenario “Advanced connectivity of mobile nodes” (detailed in D2.1). This 
scenario supports vehicle-to-AP and vehicle-to-vehicle communications.  

 

 

Figure 27 Usage scenario for Advanced connectivity of mobile nodes 
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For this, we estimate that the following physical communication and computation equipment is 
necessary: 

• 1x Portable 5G gNB 
• 3x UAV 
• 3x V2X portable modem 
• 3x 5G portable modem 
• 1x Laboratory 5G gNB+core (optional) 
• 3x Raspberry Pi (or similar) 

For controlling the networking and computation elements, we estimate that the following software 
artifacts are needed: 

• Development 5G core (free5Gcore v3.2.1) 
• Cloud orchestrator (Kubernetes v1.28) 
• Virtual infrastructure manager (OpenStack version wallaby) 
• SDN controller (ONOS v2.6) 
• UAV controller (PIXHAWK) 
• Software for multi-hop communications (probably self-developed) 

 

The NANCY architectural components that are relevant for this testbed are those linked to the 
following project results: 

• [R1] B-RAN architecture and attacks modelling 
• [R2] Novel trustworthy grant/cell-free cooperative access mechanisms 
• [R3] A novel security and privacy toolbox that contains lightweight consensus mechanisms, 

and decentralized blockchain components 
•  [R7] AI-based B-RAN orchestration with slicer instantiator 
• [R8] A novel AI virtualiser for underutilized computational  and communication resource 

exploitation 
• [R13] Next-generation SDN-enabled MEC for autonomous anomaly detection, self-healing 

and self-recovery 
• [R14] A computational offloading mechanism with novel resource-aware provision scaling 

mechanisms and novel battery as well as computational capabilities aware offloading policies 
• [R15] User-centric caching mechanisms 

According to the testbed requirements, the initial architectural components that have been identified 
are: 

• Blockchain 
• Grant/cell-free cooperative access 
• AI-based orchestration 
• AI virtualiser 
• Task offloading 
• Social-aware caching 
• Anomaly detection, self-healing and self-recovery 
• VNFs orchestration 
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7. Conclusion and Outlook 
This deliverable outlined the novel NANCY architecture, aimed at advancing B5G wireless networks by 
establishing a ground-breaking framework that integrates blockchain technologies and AI to enhance 
network security, efficiency, and intelligence. The architecture addresses key gaps in current B5G/6G 
architectures, particularly in the realms of energy efficiency, security, and intelligent resource 
management. The analysis of existing 5G/6G state-of-the-art, alongside the integration of insights from 
both 5GPPP and non-5GPPP projects, will ensure that NANCY remains at the forefront of technological 
innovation. 

Additionally, this deliverable outlines NANCY’s ambition to redefine and enhance traditional network 
architectures, proposing novel solutions like P2P connectivity, mesh networking, and relay-based 
communications, which are vital for optimizing the network. These optimizations are expected to 
transform the network into a low-power, distributed, and intelligent framework for wireless 
networking technology. Furthermore, the NANCY project's holistic approach, combining 
advancements in blockchain, multi-access edge computing, and AI, paves the way for personalized, 
multi-tenant, and perpetually protected wireless networks. The project's contributions also extend to 
establishing a new, experimentally verified network information-theoretic framework, 
accommodating the unique requirements introduced by these novel technological building blocks. 
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